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IX

This b o o k is about a journey. On the one hand , the sub-
ject is the j ou rney of sound as i t t ravels through a sound
system, then through the air, and inevi tably to a listener.
On the other hand , i t i s a j ou rney w h i c h concerns my o w n
quest to unders tand the compl ica ted nature of this sound
transmiss ion. T h e b o d y of this text wi l l detail the strictly
technical side of things. First, however , I offer y o u s o m e of
the personal side.

I w a s supposed to bu i ld bui ld ings . U n b e k n o w n s t to
me at the t ime, this cal l ing w a s derai led on Februa ry 9 ,
1964 by the appearance of the Beat les on the Ed Sul l ivan
show. Like so m a n y of my generat ion, this l andmark even t
b rough t popu la r mus ic and an electr ic guitar into my life. I 
b e c a m e a great enthusiast of l ive concer ts wh ich I regular ly
at tended th roughout my you th a t a n y chance presented.
For years , i t r ema ined my expecta t ion that I w o u l d enter
the family const ruct ion bus iness . Th is vis ion ended on a 
racetrack in Des Moines , I o w a on J u n e 1 6 , 1 9 7 4 . The exper i -
ence of hear ing the mass ive sound sys tem at this Grateful
D e a d concer t set my life in a n e w direction. On that day I 
m a d e the decis ion that I w a s go ing to w o r k in l ive concer t
sound . I wan ted to help create this type of exper ience for
others . I w o u l d be a m i x engineer and my d ream w a s to
one day operate the m i x console for b ig shows . I set my
sights on prepar ing for such a career whi le at Indiana

University. This w a s no s imple mat ter s ince there w a s no
such th ing as a degree in audio. I soon discovered the Inde-
pendent Learn ing Program. U n d e r the auspices of that
depar tment , I a s sembled together a m i x of re levant courses
from different discipl ines and graduated wi th a col lege level
degree in my self-created p rog ram of audio engineer ing.

Figure 0.1 Ticket stub from the June 16,1974 Grateful Dead concert in Des
Moines, Iowa

By 1980,I had a few years of touring exper ience under
my bel t and h a d m o v e d to San Francisco . There I forged
rela t ionships wi th J o h n Meyer , A lexander Yui l l -Thornton II
(Thorny) , and D o n Pearson . These w o u l d b e c o m e the key

P r e f a c e
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relat ionships in my professional deve lopment . Each of us
w a s des t ined to s take our reputa t ions on the s a m e piece of
equipment : the dual channel F F T analyzer.

I w o u l d l ike to say that I w a s involved in l ive concer t
measu remen t wi th a dual channe l F F T analyzer from day
one, but this i s no t the case. T h e process w a s p ioneered by
J o h n M e y e r on a Sa turday n ight in M a y of 1984. J o h n took
the analyzer, an ana log delay l ine and some gator cl ips to
a Rush concer t in Phoenix , Ar izona . There he per formed
the first measuremen t s of a concer t sound sys tem using
music as the source whi le the aud ience was in place . I w a s
not dest ined to b e c o m e involved in the project unti l the
fol lowing M o n d a y morn ing .

F r o m that day forward, I have never been involved in a 
concer t or a sound sys tem instal lat ion wi thout the use of a 
dual channel F F T analyzer. A l so from that day I have never

Figure 0.2 July 14,1984, Grateful Dead, Greek Theater, Berkeley, California.
The author with the primordial version of SIMl m (photo  Clayton Call)

m ixed another show, reset t ing my vis ion to the task of
he lp ing m i x engineers to pract ice their art. Fo r Don , John,
Thorny and m a n y others , the idea of sett ing up a sys tem
wi thout the presence of the F F T analyzer w a s unthinkable .
The bel l could no t be unrung. F r o m the ve ry beginning ,
we saw its impor tance and its pract ical impl icat ions . O u r
exc i tement w a s pa lpable , wi th each concer t result ing in an
exponent ia l growth in knowledge . We all s aw it as a break-
through a t the t ime and we in t roduced i t to every one w h o
had an open m i n d to listen. The first p roduct to c o m e from
the F F T analysis process w a s a parametr ic equalizer. A 
fortuitous co inc idence of t iming resulted in my having
etched the circuit boards for the equal izer on my b a c k
porch over the w e e k e n d that J o h n w a s in Phoen ix wi th
Rush. This s ide project (a bass guitar p reamp) for my friend
R o b Wenig w a s a l ready 6 mon ths late, and w a s dest ined to
be even later. T h e EQ w a s immedia te ly pressed into service
w h e n J o h n near ly fell over w h e n he saw that i t could cre-
ate the complemen ta ry response (in bo th ampl i tude and
phase) to w h a t he had measu red in Phoenix . The CP-10

Figure 0.3 November, 1984 Photo of Luciano Pavarotti, Roger Gans and the
author (back row), Drew Serb, Alexander Yuill-Thornton II, and James Locke
(front row) (photo  Drew Serb)
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w a s bo rn into more cont roversy than one migh t imagine .
Equal iza t ion has a lways b e e n an emot iona l "hot bu t ton"
but the proposi t ion that the equal izer w a s capable of coun-
teract ing the summat ion proper t ies of the s p e a k e r / r o o m
interact ion w a s radical enough that we obta ined the sup-
port of Stanford 's Dr. Jul ius Smi th to m a k e sure that the
theory w o u l d ho ld up.

The first one outs ide of our c o m p a n y to real ly take the
concept of in-concer t analysis on in the field w a s D o n
Pearson, w h o w a s then tour ing as the sys tem engineer for
the Grateful Dead . D o n and the b a n d immedia te ly saw the
benefi t and, lacking pat ience to wa i t for the deve lopmen t
o f w h a t w o u l d b e c o m e the M e y e r S o u n d S I M Sys tem,
obta ined their o w n F F T analyzer and never looked back .
Soon thereafter Luc iano Pavarot t i fo l lowed under the
guidance of Roge r Gans , sound des igner in charge of the
arena-scale per formances g iven by that artist. We figured
it w a s a mat te r of mon ths before this b e c a m e s tandard
opera t ing procedure th roughout the industry. We had
no idea i t w o u l d take c loser to 20 years! The journey, l ike
that of s o u n d t ransmiss ion, w a s far more c o m p l e x than
we ever expected . There were powerfu l forces l ined up
against us in var ious forms: the mass ive genera l resistance
of the audio c o m m u n i t y to sound analyzers and the p o w -
erful poli t ical forces advoca t ing for al ternate measure -
men t pla t forms, to n a m e a few.

In general , the l ive sound c o m m u n i t y w a s mass ive ly
opposed to w h a t they conceptua l ized as an ana lyzer dic-
tat ing pol icy to the creat ive forces invo lved in the mus ic
side of the exper ience . M o s t l ive concer t sys tems of the day
lacked complex i ty b e y o n d piles of speakers wi th left and
right channels . This mean t that the process of a l ignment
consis ted of little more than equal izat ion. S ince all of the
sys tem cal ibrat ion w a s be ing carr ied out at a s ingle loca-
tion, the m i x posi t ion, the scientific and artistic posi t ions
were we igh ing in on the exact s ame ques t ion a t the s a m e
point in space . Endless adversar ia l debate about wha t w a s
the "correc t" equal iza t ion ensued since the tonal ba lanc ing
of a sound sys tem is, and a lways has been , an artistic
endeavor. I t w a s an absurd construct . W h i c h is bet ter — by
ear or by analyzer?

This gave w a y to a more chal lenging and interest ing
direct ion for us: the quest b e y o n d the m i x posi t ion. M o v i n g
the mic out into the space left us wi th a terrible d i lemma:
the n e w posi t ions revealed conclus ively that the one-s ize-
fits-all vers ion of sys tem equal iza t ion w a s utter fantasy.
T h e precis ion tuning of parametr ic filters carr ied out wi th
great care for the m i x posi t ion had no just if icat ion a t other
locat ions. T h e interact ion of the misce l laneous parts of the
speaker sys tem created a h igh ly var iable response through-
out the room. The goal for us shifted from finding a perfect
equal izat ion to the quest for uniformity over the space.

This w o u l d require the subdivis ion of the sound sys tem
into defined and separa te ly adjustable subsys tems, each
wi th individual level, equal iza t ion and delay capability.
The subsys tems were then combined into a unif ied whole .
The rock and roll c o m m u n i t y w a s resistant to the idea, pri-
mar i ly because i t involved turning s o m e of the speakers
d o w n in level. The S P L Preservat ion Socie ty s taunchly
opposed anyth ing that migh t detract f rom the m a x i m u m
p o w e r capability. Uni formi ty by subdivis ion w a s not wor th
pursu ing if i t cost power. Wi thout subdivis ion, the analy-
sis w a s pret ty m u c h s tuck a t the m i x posi t ion. I f we are no t
going to change anything, w h y bother to look further?

There were other genres that were open to the idea. The
process required the m o v e m e n t of a mic rophone around
the r o o m and a sys temat ic approach to decons t ruc t ing and
reconstruct ing the sound system. We b e g a n deve loping
this me thodo logy wi th the Pavarot t i tours. Pavarot t i w a s
using approximate ly ten subsys tems . W h e n we m o v e d into
the mus ica l theater wor ld wi th A n d r e w Bruce , A b e Jacob ,
Tony Meo la , Tom Clark and other such sound designers ,
our process had to be h o n e d to take on even m o r e complex -
ity. O u r emphas i s changed from provid ing a scientifically
der ived tonal response to ins tead provid ing cons is tency
of sound throughout the l is tening space, leaving the tonal
character in the hands of the m i x engineer. O u r tenure as
the " E Q po l i ce" w a s over as our emphas i s changed from
tonal qual i ty to tonal equality. The process w a s thus trans-
formed into opt imizat ion, emphas iz ing spat ial uniformity
whi le encompass ing equal izat ion, level sett ing, de lay set-
t ing, speaker pos i t ioning and a host of verif icat ions on the
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system. A clear l ine w a s d rawn b e t w e e n the artistic and
the scientific sectors.

In the ear ly days , people assessed the success of a sys tem
tuning by punch ing out the filters of the equalizer. Now,
with our more sophis t ica ted process , we could no longer
re-enact before and after scenarios . To hear the "before"
sound migh t require reposi t ioning the speakers , f inding
the polar i ty reversals , set t ing n e w splay angles , reset t ing
level and t ime delays and finally a series of equal iza t ions
for the different subsys tems. Finally, the role of the opt imi-
zat ion engineer b e c a m e clear: to ensure that the aud ience
area receives the same sound as the m i x posi t ion.

In 1987, we in t roduced the S I M sys tem — the first mul -
t ichannel F F T analysis sys tem des igned specifically for
sound sys tem opt imiza t ion (up to 64 channels ) . I t con-
sisted of an analyzer, mul t ip le mics and swi tchers to access
banks of equal izers and delays . Al l of this w a s under
compute r control wh ich also kept a l ibrary of data wh ich
could be recal led for compar i son of up to 16 different posi-
t ions or scenarios . I t thereby b e c a m e possible to moni to r
the sound sys t em from mult iple locat ions and see the
effects of changes in one par t of the sys tem on other areas.
I t w a s also poss ib le to m a k e mul t ip le m ic rophone mea -
surements dur ing a per formance and to see the effects of
the audience presence throughout the space.

This is not to say we were on E a s y Street a t this point .
I t w a s a d izzying a m o u n t of informat ion to keep track
of. The frequency response w a s measu red in seven sepa-
rate sect ions. A single set of data to fully character ize one
locat ion at a point in t ime w a s an assembly of 63 traces,
of wh ich only two could be seen a t any one t ime on the
tiny four-inch screen. C o m p a r i s o n of one mic posi t ion to
another had to be done on a t race-by-trace bas is (up to
63 operat ions) . I t w a s l ike t rying to d raw a l andscape
whi le looking through a per i scope .

The mul t ichanne l measu remen t sys tem opened the
door toward sys tem subdivis ion. This approach b roke the
pop mus ic sound barr ier wi th Japanese sensat ion Yuming
Matsu toya under the gu idance o f Ak io K a w a d a , Aki ra
M a s u and Hiro Tomioka . In the arenas across J apan we
proved that the s a m e techniques of level tapering, zoned

equal izat ion and a carefully combined sys tem wh ich we
had emp loyed for mus ica l theater and Pavarot t i were
equal ly appl icable to h igh-power rock mus ic in a tour ing
applicat ion.

T h e int roduct ion of the measu remen t sys t em as a prod-
uct w a s fol lowed by the first t raining seminar in 1987. I t
w a s dur ing this first seminar that for me a semina l m o m e n t
w o u l d occur from an unexpec ted direction. As I expla ined
the process of p lac ing the mics and subdiv id ing the sys tem
for opt imizat ion, I w a s cha l lenged by the ve ry exper ienced
engineer D a v e R o b b w h o felt that my mic p lacement w a s
"arbitrary." In my mind , the select ion w a s anyth ing bu t
arbitrary. However , I could not , at that m o m e n t , br ing forth
any object ive cri teria wi th wh ich to refute that assert ion.
Since that humil ia t ing m o m e n t , my quest has been to find
a defensible me thodo logy for every decis ion m a d e in the
process of sound sys tem opt imizat ion. I t i s not s imply
enough to know someth ing works , we m u s t know why it
works . T h o s e opt imiza t ion methodolog ies and an accompa-
ny ing set of me thods for sound sys tem des ign are the foun-
dat ion of this book . I k n e w noth ing of sound sys tem des ign
w h e n this quest b e g a n in 1984. A lmos t every th ing I have
learned about the des ign of sound sys tems comes from the
process of their opt imizat ion. T h e process of deconstruct-
ing and reconstruct ing other people ' s designs gave me the
unique ab i l i ty /pe r spec t ive to see w h a t aspects of des ign
were universal ly good, b a d or ugly. I am very fortunate to
have been exposed to all different types of designs , utiliz-
ing m a n y different m a k e s and mode l s of speakers , wi th
all types of p rog ram mater ia ls and scales. My approach
has b e e n to search for the c o m m o n solut ions to these
seeming ly different s i tuat ions and to distill t hem into a 
repeatable s t ra tegy to b r ing forward wi th me to the nex t
applicat ion.

Beg inn ing wi th that ve ry first c lass ,wi th little interruption,
I have b e e n opt imiz ing sound sys tems and teaching any-
b o d y w h o wan ted to a t tend my seminars every th ing I w a s
learning. Thorny, m e a nwh i l e had m o v e d on and found-
ed a c o m p a n y w h o s e pr incipal focus w a s sound sys tem
opt imizat ion services us ing the dual-channel F F T sys tems.
Opt imiza t ion as a distinct special ty had b e g u n to emerge .
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The in t roduct ion of S I A - S M A A R T in 1995 resulted from
the col laborat ion o f Th o r n y a n d S a m B e r k o w wi th impor-
tant contr ibut ions by J a m i e A n d e r s o n and others in later
years . This low-cost al ternat ive brought the dual channe l
F F T analyzer into the ma ins t r eam and m a d e i t avai lable to
audio professionals a t every level . E v e n so, i t took years
before our 1984 vis ion of the F F T analyzer, as s tandard
F O H equ ipment , w o u l d b e c o m e reality. Unquest ionably ,
that t ime has finally arr ived. The pa rad igm has reversed
to the point w h e r e the pract ice of tuning a sys tem with-
out scientific ins t rumenta t ion w o u l d be looked at wi th as
m u c h surprise as w a s the reverse in the old days .

Since those ear ly days we have steadi ly marched for-
ward wi th bet ter tools — bet ter sound sys tems, bet ter sound
design tools and bet ter analyzers . The chal lenge, however ,
has never changed . I t is unl ike ly that i t wil l change , s ince
the real cha l lenge falls entirely in the spatial dis t r ibut ion
proper t ies of acoust ical physics . The speakers we use to
fill the room are vast ly improved and signal process ing
capabi l i ty i s b e y o n d anyth ing we d reamed of in those
ear ly days. Predic t ion software is n o w readi ly avai lable to
illustrate the interact ion of speakers , and we have afford-
able and fast analyzers to p rovide the on-site data.

A n d yet we are fighting the ve ry same bat t le that we
have a lways fought: the creat ion of a uni form sonic expe-
r ience for audience m e m b e r s seated everywhere in the
venue . I t is an ut ter ly insurmountab le chal lenge. I t cannot
be achieved. There i s no perfect sys tem conf igura t ion or
tuning. The bes t we can hope for i s to approach unifor-
mity. I be l ieve it is far bet ter to be coldly realistic about
our prospects . We wil l have to m a k e decis ions that we
k n o w wil l degrade some areas in order to benefi t others .
We w a n t t h e m to be informed decis ions , not arbitrary
ones.

This b o o k fol lows the full t ransmiss ion pa th from
the console to the listener. That pa th has gone through
remarkable changes a long its entire electronic voyage .
But once the wave fo rm is t ransformed into its acous-
tic form i t enters the ve ry same wor ld that J ean Bapt is te
Four ier found in the e ighteenth century and Har ry Olson
found in the 1940s . Digi ta l , schmigi ta l . O n c e i t leaves the

speaker, the wave fo rm is pure ana log and at the mercy of
the laws of acoust ica l physics . These unchang ing aspects
of sound t ransmiss ion are the focus of 90 per cent of this
book .

Le t ' s take a m o m e n t to p rev iew the adversary that we
face. T h e p r imary p layer is the interact ion of speakers wi th
other speakers , and wi th the room. These interact ions are
ex t remely complex on the one hand , and yet can be dis-
t i l led d o w n to two dominan t relat ionships: relative level
and relat ive phase . The combina t ion of two related sound
sources wi l l create a un ique spatial distr ibution of addi-
t ions and subtract ions over the space. The chal lenge is
the fact that each frequency combines differently, creat ing
a un ique layout . The frequency range of our sound sys-
tems (30 to 18,000 Hz) spans a 600:1 ratio of wave lengths .
A single room, f rom the perspect ive of spat ial dis tr ibut ion
over frequency, is l ike a 600 story skyscraper wi th a dif-
ferent floor p lan at every level . O u r job is to find the com-
bina t ion of speakers and r o o m geomet ry that creates the
highes t degree of uniformity for those 600 floor plans. T h e
contr ibut ion of every speaker e lement and surface is fac-
tored into the spatial distr ibution. The par t that each e le-
men t p lays wi l l be direct ly in propor t ion to the a m o u n t of
energy i t b r ings to the equa t ion at every point in the space.
The final result of the combina t ion wil l be dec ided by the
extent to wh ich there is ag reement b e t w e e n the individual
phase responses a t each loca t ion a t each frequency. H o w
do we see these floor p lans? With an acoust ic predic t ion
p r o g r a m we can v i e w the layout o f each floor, and com-
pare t h e m and see the differences. This is the v iewpoin t of
a s ingle f requency range ana lyzed over the ent ire space.
Wi th an acoust ic analyzer we get a different view. We see
a s ingle spot on each floor from the foundat ion to the roof-
top through a p iece of p ipe as b ig a round as our finger.
Th is is the v iewpoin t of a single poin t in space analyzed
over the entire f requency range .

This is a daunt ing task. Bu t it is comprehens ib le . This
b o o k wil l provide y o u wi th the informat ion required to
obtain the x-ray v is ion i t takes to see th rough the 600 story
bui ld ing from top to bo t tom, and i t can be done wi thout
calculus , integral ma th or differential equat ions . We let the
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analyzer and the predic t ion p rog ram do the h e a v y lifting.
O u r focus i s on h o w to read x-rays, not on h o w to bu i ld an
x-ray mach ine .

The key to unders tanding the subject, and a pers is tent
theme of this book , i s sound source identity. E v e r y speaker
element , no mat te r h o w b ig or smal l , p lays an individual
role, and that solitary identity is never lost. Solu t ions are
enac ted local ly on an e lement -by-e lement basis . We mus t
learn to recognize the individual part ies to every combi -
nat ion, because therein lie the solut ions to their complex
interaction.

This is no t a mys te ry novel , so there is no need to h ide
the conclus ion unti l the last pages . The key to spatial
uniformity is isolat ion of the interact ions. I f two speaker
e lements are to combine into a consis tent shape over fre-
quency they mus t have dist inct zones of coverage . I f they
are opera t ing a t or near the s a m e levels they m u s t have
s o m e a m o u n t o f angular isolat ion. The separa t ion m a y
be minute , bu t their on-axis pat terns mus t never cross. I f
angular isola t ion is not to be found, i f the pat terns cross,
then one of the e lements mus t y ie ld the floor, by a reduct ion
in level. T h e interact ion of speakers to the r o o m is s imilar
to the interact ion of speakers wi th other speakers . Those
surfaces that return energy back toward our speakers wi l l be
the greatest concern . The s t rength of the inward reflections
wil l be inverse ly propor t ional to our spatial uniformity.

There is no single des ign for a s ingle space. There are
alternate approaches and each involves tradeoffs in te rms
of spatial uni formi ty and other key criteria. There are,
however , cer tain design direct ions that keep open the pos -
sibili ty of spat ial uniformity and others that render such
hopes stat ist ically imposs ib le . A major thrust of the text
wil l be devoted to defining the speaker configurat ions
that have the potent ia l for spatial uniformity.

O n c e des igned and instal led, the sys tem m u s t be opti-
mized . I f the des ign has kept open the door for spatial uni-
formity, i t wi l l be our task to nav iga te the sys tem through
that door. There is no s ingle opt imizat ion solut ion for
a g iven des ign in a space , bu t once again there are on ly
a l imited n u m b e r of approaches that we can h o p e wil l
br ing us spatial uniformity. The key to opt imizat ion is the

knowledge of the locat ions of the decis ive events in the
batt le for spat ial uniformity. T h e interact ions of speakers
and rooms fol low a consis tent set of progress ions of effect
over the space. T h e layer ing of these effects over each
other provides the u l t imate chal lenge , but there is noth-
ing r a n d o m about this family of interact ions. It is logical
and learnable . O u r m e a s u r e m e n t mic locat ions wil l be the
places where we shall v i ew the progress ions through the
hundreds of bui ld ing layers and m a k e the adjustments
that wil l affect all locat ions in the room. S ince we have
only l imi ted t ime and resources we mus t k n o w our exact
locat ion in the context of the in teract ion progress ions to
discern the m e a n i n g of the measured data.

We have often seen the w o r k of archeologis ts where a 
comple te render ing of a d inosaur is created from a small
sampl ing of b o n e fragments . The i r conclus ions are based
entirely on contextual c lues ga thered from the knowledge
of the s tandard progress ions of animal anatomy. I f such
progress ions were r andom, there w o u l d be no th ing short
of a 100 per cent fossil record that could provide answers .
F r o m a statistical point of view, even wi th hundreds of mic
posi t ions , we wil l never be able to v iew m o r e than a few
tiny f ragments of our speaker sys tem's a n a t o m y in the
room. We m u s t m a k e every measu remen t locat ion count
toward the col lect ion of the data we need to see the b ig
picture. This requires advance knowledge of the progres-
sion mi les tones so that we can v iew a response in the con-
text of wha t is expec ted a t the g iven locat ion. As we shall
see, there is a lmos t no th ing that can be conc luded for our
appl ica t ion from a s ingle locat ion. Act ions that wil l benefi t
more than a single po in t in space absolute ly require con-
textual informat ion about where the given space fits in to
the overal l spatial distr ibution.

Def ined speakers , in a defined des ign configurat ion,
wi th defined strategies for opt imizat ion, is w h a t this b o o k
is about . This b o o k is no t in tended to be a dupl icat ion of
the general audio resource texts. Such b o o k s are avai lable
in abundance and no effort i s m a d e here to encompass
the wid th and breadth o f the comple te audio picture. My
h o p e is to provide a unique perspec t ive that has not b e e n
told before, in a m a n n e r that is accessible to the audio
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professionals interested in a deeper unders tand ing of the
behav io r of sound sys tems in the pract ical wor ld .

There are a few points that I w i sh to address before we
begin . The m o s t notable is the fact that the physica l reali-
ties of loudspeaker construct ion, manufac ture and instal la-
tion are a lmost ent irely absent . Ins tead they are descr ibed
only in te rms of their acoust ic pe r fo rmance proper t ies in
a space. Severa l variet ies of speakers are descr ibed that
serve as representat ive examples of speaker per formance .
These per formance at tr ibutes serve as the f ramework of
the discussion. T h e means by wh ich manufac turers can
create physical sys tems wh ich mee t these general cri te-
ria are not wi th in the scope of this book . This is also true
of electronic devices. Every th ing is weight less , color less
and odorless here. I t i s the c o m m o n sound t ransmiss ion
character is t ics of such devices that are the focus, no t the
unique features of one mode l or another.

The second i tem concerns the approach to par t icular
types of p rog ram mater ia l such as popular mus ic , mus ica l
theater, or re l igious services , and their respect ive venues
such as arenas, concer t halls , s h o wr o o m s or houses of wor-
ship. The focus here is the shape of the sound coverage , the
scale of wh ich can be adjusted to fit the size of the venue
at the appropr ia te sound level for the g iven p r o g r a m
material . I t is the venue and the p rog ram mater ia l taken
together that create an appl icat ion. T h e laws of phys ics are
no different for any of these appl icat ions and the p r o g r a m
mater ia l and venues are so in terchangeable that a t tempts
to character ize them in this w a y w o u l d require endless
iterations. After all, the modern -day house of worsh ip is
jus t as l ikely to feature popu la r mus ic in an arena set t ing
as it is to have speech and chant in a reverberant ca thedra l
of s tone.

The third notable aspect is that there are a substant ia l
n u m b e r of un ique te rminologies found here and in some

cases , modif icat ion of s tandard te rminologies that have
been in genera l use. In m o s t cases the conceptua l frame-
w o r k i s un ique and no current s tandard express ions were
found. T h e very young field of sound sys tem opt imiza-
tion has yet to develop consis tent me thods or a lexicon of
express ions for the processes s h o w n here . In the case of
some of these terms, mos t no tab ly the w o r d "crossover ,"
there are compel l ing reasons to modify the exis t ing usage ,
wh ich wil l be revealed in the b o d y of the text.

The b o o k is d iv ided into three sect ions. T h e first sect ion,
"Sound Sys t ems , " explores the behav io r of sound trans-
miss ion sys tems, h u m a n hear ing recept ion and speaker
interact ion. The goal of this sect ion is a comprehens ive
unders tanding of the pa th the signal wil l take, the hazards
i t wi l l encounter a long the w a y and h o w the end product
wil l be perce ived upon arrival a t its dest inat ion. The sec-
ond sect ion, "Des ign , " appl ies the propert ies of the first
sect ion to the creat ion of a sound sys tem design. The goals
here are a comprehens ive unders tanding of the tools and
techniques required to genera te a des ign that wi l l create a 
successful t r ansmis s ion / r ecep t ion model . The final sec-
t ion is "Opt imiza t ion ." This concerns the measu remen t
of the des igned and instal led sys tem, its verif icat ion and
cal ibrat ion in the space.

This has never been a soli tary journey. There are m a n y
w h o have contr ibuted to this emerg ing field and w h o share
the c o m m o n goals and interests wh ich are the subject of
this book . At the outset of this project I solici ted var ious
m e m b e r s of the c o m m u n i t y to share their perspect ives in
their o w n words . The i r vo ices can be heard through the
course of the text. In the future I hope that y o u wil l add
your vo ice to this field of study.
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The real deve lopmen t of this b o o k spans more than twenty
years in the field of sound sys tem opt imizat ion. Were i t
no t for the discover ies and suppor t o f J o h n and He len
Meyer , I w o u l d have never b e c o m e involved in this field.
T h e y have commi t t ed substant ial mone ta ry and pe r sonne l
resources wh ich have directly he lped the ongoing research
and deve lopmen t leading up to this wri t ing. In addi t ion,
I w o u l d l ike to acknowledge the contr ibut ion of every
client w h o gave me the oppor tun i ty to per form my exper i -
ments on their sound sys tems . Each of these exper iences
yie lded an educat ion that could no t be dupl ica ted else-
where . In par t icular I w o u l d like to thank Dav id A n d r e w s
A n d r e w Bruce , J o h n Cardenale , Tom Clark, M i k e Cooper ,
Jona than Deans , Francois Desjardin, T. C. Fur long, Roge r
Gans , Scot t Gledhi l l , A n d r e w H o p e , A b e J acob , Ak io
K a w a d a , Tony Meo la , F rank Pimiskern , Bil l Piatt , Pete
Savel , M i k e Shannon , R o d Sintow, B o b Snelgrove and T o m
Young, all o f w h o m have g iven me mul t ip le oppor tuni t ies
through the years to refine the me thods descr ibed here.

I w o u l d also l ike to thank everyone w h o has a t tended
my seminars , as the real- t ime feedback in that context
provides a constant intel lectual chal lenge and s t imula t ion
for me . My fel low instructors in this field, past and pres-
ent, have cont r ibuted m u c h col laborat ive effort th rough
discussion and the shar ing of ideas. Notab le a m o n g these

are J a m i e Anderson , S a m Berkow, J i m Cous ins , Maur ic io
Rami rez and Hiro Tomioka .

I am also grateful to my m a n y compat r io ts in the field
w h o have shared their exper iences wi th m e . S o m e of t hem
contr ibuted their personal perspect ives , wh ich are sal ted
throughout this vo lume .

In the course of wr i t ing this b o o k a n u m b e r of people
provided immeasurab ly impor tant suppor t and direction.
I t w a s truly an endurance test for all of us bu t every step
of the w a y I had s o m e o n e to give me feedback and real-
ity checks . At their urging I pushed the enve lope beyond
my previous exper ience and opened up avenues of related
knowledge that he lp to l ink our young field to the previ-
ously es tabl ished discipl ines. M a n y of the graphics in this
b o o k conta in data from sources that I w o u l d l ike to note
here. The fol lowing figures contain data that w a s acquired
whi le I w o r k e d at M e y e r S o u n d and their pe rmiss ion for
publ ica t ion is gratefully acknowledged : F igures 1.15, 1.25,
2 . 3 5 - 3 7 , 9.6, 9 . 1 2 - 1 6 , 10.8, 10.21 and 10.27. T h e data pre-
sented in Figures 1.2, 1.7, 1.8 and 8.18 were created us ing
the calculat ions found in files or iginated by the "Mas te r of
Exce l " , Maur ic io Ramirez . The 3-D wrapa round graphics
(Figure 8.14) were adapted from the animat ions created by
Greg Linhares .

A c k n o w l e d g e m e n t s
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Thanks go to all of the people w h o a ided in the pro-
cess of b r ing ing this b o o k to phys ica l reali ty such as my
editor Cathar ine Steers , Margare t Denley, Lisa Jones and
Stephanie Barret t a t Elsevier. Addi t iona l thanks go to
M a r g o Crouppen for her suppor t throughout the entire
publ ishing process .

The fo l lowing people a ided the effort by proofing, sub-
mit t ing pho tos or other related i tems, all of w h i c h were
immense ly helpful and for w h i c h I am deeply grate-
ful: J a m i e Anderson , Jus t in Baird , S a m Berkow, Dav id
Clark, Francois Desjardin, Lar ry Elliott , Josh Evans , J o h n
Hunt ington , L u k e Jenks , D a v e Lawler , Greg Linhares ,
Maur ic io Ramirez , Tom Young, and Alexander (Thorny)
Yuil l -Thornton.

A c k n o w l e d g e m e n t s

Finally, my wife Merr id i th took on the eno rmous
burdens that resul ted from my ex t remely near-s ighted
focus on these issues over the course of a full year. She w a s
my agent , manager , copy editor, proofreader and cheer-
leader.

Sect ion p a g e images , from left to right: Sec t ion 1—
Francois Desjardin, Jo sh Evans , Jo sh Evans , Author,
Maur ic io Ramirez ; Sec t ion 2—Author , Author , Author ,
Maur ic io Ramirez , Author ; Sect ion 3 — B o b M a s k e , B o b
Hodas , Author , Kazayuk i K a d o , Migue l Lourt ie .

Front cover photos , from left to right: TC Fur long,
Author , Josh Evans , Migue l Lourt ie .
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Sec t ion 1:
Sound Systems
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Transmission Goals
Transmiss ion is the conveyance of a wave fo rm from one
place to another. The qual i ty of the t ransmiss ion is j udged
by h o w accura te ly i t t racks the original wavefo rm. We
capture the or iginal acoust ical or e lectronic wavefo rm,
wi th the intent of eventual ly reconst i tu t ing i t into an acous-
tic wave fo rm for del ivery to our ears . T h e odds are against
us. In fact there is absolute ly zero probabi l i ty of success .
The bes t we can hope for is to minimize the distort ion of
the wave fo rm, i.e. damage control . Tha t is the p r imary
goal of all efforts descr ibed in this book . This m a y sound
dispirit ing, bu t i t is bes t to beg in wi th a realistic assess-
m e n t of the possibil i t ies. O u r ul t imate goal i s one that
can be approached, but never reached. There wil l be large
n u m b e r s of decis ions ahead, and they wil l h inge pr imar i ly

on wh ich direct ion provides the least d a m a g e to the wave -
form. There are prec ious few avenues that wil l provide
none , and often the decis ion wil l be a ve ry fine l ine.

O u r ma in s tudy of the t ransmiss ion pa th wil l look a t
three m o d e s of t ransmission: l ine level electronic, speaker
level e lectronic and acoust ic . I f any l ink in the t ransmis-
s ion chain fails, our miss ion fails. By far the m o s t vulnera-
ble l ink in the chain is the final acoust ical jou rney from the
speaker to the listener. Th is path is fraught wi th power -
ful adversar ies in the form of copies of our original signal
(namely reflections and arrivals from the other speakers in
our sys tem) , w h i c h wil l distort our w a v e f o r m unless they
are exact copies and exact ly in t ime. We wil l beg in wi th a 
discussion of the proper t ies of t ransmiss ion that are com-
m o n to all parts of the signal path.

Figure 1.1 Transmission flow from the signal source to the listener

T r a n s m i s s i o n

1
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Audio Transmission Defined
An audio s ignal i s constant change: the m o t i o n of mol -
ecules and electrons transferr ing energy a w a y from a 
vibrat ing source. W h e n the audio signal s tops changing
it ceases to exist as audio. As audio signals p ropaga te out-
wards , the molecu les and e lect rons are displaced forward
and ba c k bu t neve r actual ly go anywhere . T h e y a lways
return r ight ba c k to their origin. The extent of the change
is the ampl i tude , also referred to as magn i tude . A s ingle
round trip from origin and ba c k is a cycle. T h e round trip
takes t ime. Tha t length of t ime is the per iod and is g iven
in seconds , or for pract ical reasons mi l l i seconds (ms) . T h e
reciprocal of the per iod is the frequency. Th i s is the n u m -
b e r of cycles comple ted per second and is g iven in her tz
(Hz) . T h e round trip i s con t inuous wi th no des igna ted
beg inn ing or end. The cycle can beg in anywhere on the
trip and is comple ted u p o n our return to the s a m e posi-
tion. The radial nature of the round trip requires us to find
a m e a n s of express ing our locat ion a round the circle. This
paramete r i s t e rmed the phase of the signal . T h e va lues
are expressed in degrees , rang ing from 0 degrees (point
of origin) to 360 degrees (a comple te round trip). T h e half-
cycle point in the phase journey, 180 degrees , wil l be of
part icular interest to us as we m o v e forward.

All t ransmiss ion requires a m e d i u m , i.e. the enti ty
through wh ich i t passes from point to point , m a d e of mol -
ecules or e lectrons. In our case the p r imary m e d i a are wire
(electronic) and air (acoust ic) , bu t there are in ter im med ia
as wel l such as magnet ic and mechanica l . T h e process of
transferring the audio energy b e t w e e n med ia i s k n o w n as
transduct ion . T h e phys ica l dis tance required to comple te
a cycle in a par t icular m e d i u m is the wave l eng th and is
expressed in s o m e form of length, typical ly meters or feet.
The size of the wave leng th for a g iven f requency is pro-
por t ional to the t ransmiss ion speed of our m e d i u m .

T h e phys ica l nature of the ampl i tude componen t of the
wavefo rm is med ium-dependen t . In the acoust ical case,
the m e d i u m is air and the v ibra t ions are expressed as a 
change in pressure . The ha l f of the cycle that is h igher than
the ambien t pressure is t e rmed pressurizat ion, whi le the
low-pressure s ide is t e rmed rarefact ion. A loudspeake r ' s

forward mo t ion into the air creates pressur izat ion and its
rearward m o v e m e n t a w a y from the air creates rarefaction.

T h e m o v e m e n t of the speaker cones does no t push air
across the room. The air i s m o v e d forward and then pul led
right back to where i t was . The t ransmiss ion passes through 
the m e d i u m , an impor tan t dist inction. Mul t ip le t ransmis-
s ions can pass through the m e d i u m simultaneously.

For electronic s ignals , the electrical pressure change is
expressed as vol tage . Posi t ive and nega t ive pressures are
expressed s imply as pos i t ive and negat ive vol tage. Th is
m o v e m e n t is also te rmed a l ternat ing current (AC) since i t
al ternates above and b e l o w the ambien t vo l tage k n o w n as
direct current (DC) .

It is critical to our efforts to have a thorough unders tand-
ing of the relat ionship of frequency, per iod and wave -
length. The relat ionship of these three paramete rs p lays a 
major par t in our des ign and opt imizat ion strategies.

Time and Frequency
Let ' s start wi th a s imple tone, cal led a s ine w a v e , and the
relat ionship of f requency (F) and per iod (T):

T= l / F and F = l/T 

where T is the t ime per iod of a single cycle in seconds and
F is the n u m b e r of cycles per second (Hz) .

To il lustrate this point we wil l use a conven ien t f requency
and de lay for clarity: 1000 Hz (or 1 kHz) and 1 / 1 0 0 0 t h of a 
second (or 1 ms) .

I f we k n o w the f requency we can solve for t ime. I f we
k n o w t ime we can solve for frequency. Therefore

For the bu lk of this text we wil l abbrevia te the t ime per iod
to the te rm " t i m e " to connote the t ime per iod of a par t icu-
lar frequency.
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Figure 1,2 Amplitude vs. time converted to amplitude
vs. frequency

Frequency is the bes t -known paramete r s ince i t is
closely related to the mus ica l t e rm "pi tch." M o s t audio
engineers relate first in mus ica l t e rms s ince few of us got
into this bus iness because of a l ifelong fascinat ion wi th
acoust ical phys ics . We mus t go b e y o n d f r equency /p i t ch ,
however , s ince our j ob is to " tune" the sound sys tem, not
tune the mus ica l ins t ruments . In this wor ld we mus t m a k e
an ever-present three-way l ink b e t w e e n frequency, per iod
and wave leng th . The frequency 1 k H z exists on ly wi th its
reciprocal sister 1 ms . This is no t med ium-dependen t , no r
tempera ture-dependent , nor is i t wai t ing u p o n a s tandards
commi t t ee rul ing. This is one of audio ' s few und i spu ted
absolutes . If the audio is t ravel ing in a wire , those two
parameters wi l l be largely sufficient for our discuss ions .
If i t is in the air we wil l need to add the third d imens ion:
wave length . A 1 k H z signal only exists in the air as a w a v e -
length about as long as the dis tance from our e lbow to our
fist. All behav io r at 1 k H z wil l be governed by the phys ica l
reali ty of its t ime per iod and its wave length . The first rule
of opt imiza t ion is to never cons ider an acoust ical s ignal
wi thout cons idera t ion of all three parameters !

Wavelength
W h y i t i s that we shou ld be concerned abou t wave leng th?
After all, there are no acoust ica l analyzers that s h o w this on
their readout. There are no signal process ing devices that
depend on this for adjustment . There are s o m e appl icat ions
where we can be blissfully ignorant of wave leng th , for
example : w h e n we use a s ingle loudspeaker in a reflection-
free envi ronment . For all o ther appl icat ions wave leng th is
no t s imply relevant: i t is decisive. Wavelength is the criti-
cal pa ramete r in acoust ic summat ion . The combina t ion of
s ignals at a g iven f requency is governed by the n u m b e r of
wave leng ths that separate them. There is a lot at s take here,
as ev idenced by the fact that Chapte r 2 is dedica ted exclu-
s ively to this subject: summat ion . Combina t ions of w a v e -
lengths can range from m a x i m u m addi t ion to m a x i m u m
cancel la t ion. S ince we are p lann ing on do ing lots of c o m -
bin ing , we had bes t b e c o m e consc ious o f wave leng th .

T h e size of the wave leng th is propor t ional to the un ique
t ransmiss ion speed of the m e d i u m . A given frequency wil l
have a different wave l eng th in its electronic form (over
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500,000 X larger) than its acoust ic version. If the m e d i u m
is changed , its t ransmiss ion speed and all the wave leng ths
will change wi th it.

The wave leng th formula is

L = c/F 

where L is the wave leng th in meters , c is the t ransmiss ion
speed of the m e d i u m , and F is the f requency (Hz) .

Transmiss ion speed through air is a m o n g the slowest .
Water is a far superior m e d i u m in te rms of speed and
high-frequency response; however , the hazards of electro-
cut ion and d rowning m a k e this an unpopu la r sound rein-
forcement m e d i u m (synchronized s w i m m i n g aside) . We
wil l st ick wi th air.

T h e formulas for the speed of sound in air are as shown
in Table 1.1.

For example at 22 C:

c = (331.4 + 0.607 X 22) meters/second
c = 344.75 meters/second

N o w that we can so lve for the t ransmiss ion speed we can
de te rmine the wave leng th for a g iven f r e q u e n c y / t i m e
period:

L = c/F 

W h e r e L is the wave leng th in meters , c is the t ransmiss ion
speed of sound, and F is the f requency (Hz) .

T h e audible f requency range g iven in mos t b o o k s i s
20 Hz to 20 k H z . F e w loudspeakers are able to reproduce

Figure 1,3 Chart of frequency, period and wavelength (at room temperature)
for standard 1/3rd octave frequencies

the 20 Hz or 20 k H z ext remes at a p o w e r level sufficient
to p l ay a significant role. It is more useful to l imit the dis-
cuss ion to those frequencies we are l ikely to encounter in
the wi ld: 31 Hz (the low B note on a five-string bass) up
to 18 kHz . The wave leng ths wi th in this b a n d fall into a 
size range of b e t w e e n the wid th of a finger and a s tandard
in te rmodal sh ipping container. The largest wave leng ths
are about 600 t imes larger than the smal les t .

Temperature Effects 

As we saw previously, the speed of sound in air i s sl ightly
tempera ture-dependent . As the ambien t tempera ture rises,
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Figure 1.4 A handy reference for short wavelengths

sound speed increases and therefore the wave leng ths
expand . This behav io r m a y sl ightly affect the response
of our sys tems over the dura t ion of a per formance , s ince
the tempera ture is subject to change even in the mos t con-
trolled envi ronments . However , a l though i t is often g iven
substantial at tent ion, this factor is no t a major one in the
b ig s c he m e of things. A poor ly des igned sys tem is no t
l ikely to find itself rescued by wea the r changes . N o r is i t
pract ica l to provide ongoing env i ronmenta l analysis over
the widespread areas of an audience to compensa te for the
drafts in the room. For our discussion, we wil l consider
the speed of sound to be fixed approximate ly a t r o o m tem-
perature . W h e n var iable temperature is re levant to the dis-
cuss ion i t wi l l be noted .

The relat ionship b e t w e e n tempera ture and sound speed
can be approx imated as fol lows: A1 per cent change in the

Figure 1.5 Chart of speed of sound, period and wavelength at different
temperatures
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speed of sound occurs wi th ei ther a 5°C or 10°F change in
temperature .

The Waveform

There is no l imit to the complex i ty of the audio signal .
Waves a t mul t ip le frequencies m a y be s imul taneous ly
combined to m a k e a n e w and un ique s ignal that is the sum-
mat ion of the contr ibut ing signals. This compos i t e s ignal
is the wavefo rm, conta in ing an unl imi ted m i x of audio fre-
quencies wi th var iable ampl i tude and phase relat ionships.
The complex shape o f the wavefo rm depends upon
the componen t s that m a k e i t up and var ies constant ly as
they do. A key paramete r is h o w the f requency of each
contr ibut ing s ignal affects the combined waveform. I f two
signals of different frequencies are added , the wave fo rm
will carry the shape of bo th wave fo rms independently.
The h igher frequency wil l be added on to the shape of the
lower-frequency waveform. The phase of the individual
frequencies wil l affect the overal l shape bu t the different
frequencies main ta in their separate identi t ies. These fre-
quencies can later be separa ted out by a filter (as in your
ear) and heard as separa te sounds . W h e n two signals
of the s a m e frequency are combined , a n e w and un ique

signal is created and cannot be filtered apart. In this case,
the phase relat ionship wil l have a decis ive effect upon the
nature of the combined waveform.

A u d i o wave fo rms exist in m a n y forms. The c o m p o -
nents listed above are present regardless of the form. Al l
forms t rack the original audio wave fo rm in the s ame basic
way. Ana log wave fo rm types include electronic, magnet ic ,
mechan ica l , optical , and acoust ical . Digi tal audio s ig-
nals are typical ly electronic, magne t ic or optical , bu t the
mechan ic s of the digital data transfer are no t critical here.
I t could be punch cards as long as we can m o v e them fast
e n o u g h to read the data. Each m e d i u m tracks the wave -
form in different forms of energy, sui table for the part ic-
ulars of that t ransmiss ion mode , comple te wi th its o w n
vulnerabil i t ies and l imitat ions. Digi tal audio is mos t easi ly
unders tood w h e n v i ewed as a mathemat ica l render ing of
the waveform. For these discussions , this is no different
from analog, wh ich in any of its resident energy forms can
be quantif ied mathemat ical ly .

The audio s ignal can be v isual ized in three different
forms as s h o w n in Fig. 1.9. A single cycle is b roken into
4 quadrants of 90 degrees each. This mo t ion form illus-
trates the m o v e m e n t of the signal from a point of rest to

Figure 1.6 A reference chart of some of the
common terms used to describe and quantify
an audio waveform
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Figure 1.7 Combination of waveforms of
the same frequency at the same level with
different phase relationships  (A) 0 degrees
relative phase combines + 6 d B amplitude, (B)
90 degrees relative phase combines to + 3 d B
amplitude, (C) 120 degrees relative phase
combines to + 0 d B , (D) 180 degrees relative
phase cancels

Figure 1.8 Combination of waveforms of
different frequencies with different levels and
phase relationships. (A) Second frequency
is 5x higher and 12dB down in level from
the first. Phase relationship is 0 degrees.
Note that both frequencies can be seen in
the combined waveform. (B) Same as (A)
but with relative phase relationship at 180
degrees. Note that there is no cancellation
in the combined waveform. The orientation
of the high-frequency trace has moved but
the low-frequency orientation is unchanged.
(C) Combined waveform of (A) with third
frequency added. The third frequency is 2 5 x
the lowest frequency and 18 dB down in level.
The phase relationship is matched for all
frequencies. Note that all three frequencies
can be distinguished in the waveform
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Figure 1.9 Three representations of the audio wave form

Perspectives: I have tried 
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problem applications. What I have 
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an event is attributed to "magic," 
what this really means is that we 
do not have all the data necessary 
to understand the problem, or we 
do not have an understanding of 
the forces involved in producing 
the observed phenomena. 

Dave Revel 

m a x i m u m ampl i tude in bo th direct ions and finally return-
ing to the origin. This is representat ive of the part ic le mo t ion
in air w h e n energ ized by a sound source such as a speaker.
I t also he lps il lustrate the point that the mot ion is ba c k
and forth rather than going outward from the speaker. A 
speaker should not be confused wi th a b lower . The max i -
m u m disp lacement i s found a t the 90 and 270 degree points
in the cycle . As the ampl i tude increases the d i sp lacement
from the equi l ibr ium point b e c o m e s larger. As the frequency
rises, the t ime e lapsed to comple te the cycle decreases .

The radial form represents the signal as sp inning in a cir-
cle. T h e wave fo rm origin point corresponds to the start ing
point phase value , wh ich could be any point on the circle.
A cycle is comple ted w h e n we have re turned to the phase
va lue of the point of origin. Th is representa t ion shows the
role that phase wil l play. T h e difference in relat ive posi -
t ions on this radial chart of any two sound sources wil l
de te rmine h o w the sys tems wil l react w h e n combined .

The s inusoidal wave fo rm representa t ion is the mos t
familiar to audio engineers and can be seen on any oscil lo-
scope. The ampl i tude va lue is t racked over t ime and traces
the w a v e f o r m in the order in wh ich the s ignal passes
through. This is representat ive of the mo t ion over t ime of
t ransducers and changing electr ical va lues of vol tage over
time. A n a l o g to digital conver ters capture this wave fo rm
and create a mathemat ica l va lua t ion of the ampl i tude vs.
t ime waveform.

Transmission Quantified
Decibels
Transmiss ion ampl i tudes , also k n o w n as levels, are mos t
c o m m o n l y expressed in d e c i b e l s (dB) , a uni t that descr ibes
a rat io be tween two measures . The decibel is a logar i thmic
scaling sys tem used to descr ibe rat ios wi th a very large
range of values . Us ing the decibel has the added benefit
of c losely ma tch ing our percept ion of sound levels , wh ich
is genera l ly logar i thmic . There are var ious dB scales that
apply to t ransmission. Because decibels are based on
ratios they are a lways a relative scale. The quest ion is: rel-
at ive to wha t? In some cases we wan t to compare a level
relat ive to a fixed s tandard. Because audio is in constant
change it is a lso useful to have a pure ly relative scale that
compares two u n k n o w n signals. An example of the latter
type is the compar i son of the output level of a device rela-
tive to its input by m e a n s of a ratio. This rat io is k n o w n as
the ga in of the device . T h e ratio b e t w e e n the input and
output can be quantif ied even though a signal such as
mus ic i s cons tant ly changing. I f the s a m e vol tage appears
at the input and output , the ratio of input to output is 1,
also k n o w n as un i ty gain, or O dB. If the vol tage at the
output is greater than the input, the gain value is greater
than 1, and expressed in dB is posi t ive. If the output is
less than the input the gain is less than 1 and in dB is a neg-
at ive number , in other words , it 's a loss. The actual va lue
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Figure 1.10 The ratio of output to input can be converted to dB with this easy
reference chart. To compare a given level to a standard one, then Level, is the
given level and Level 2 is the standard. To derive the gain of a device, then Level 1 
is the output level and Level 2 is the input level. Likewise the power gain can be
found in the same manner by substituting the power parameters

Power-re la ted equat ions use the 10 log vers ion, whi le
pressure (SPL) and vol tage related equat ions use the
20 log vers ion . I t is impor tant that the proper formula be

3

Figure 1,11 Microsoft Excel log formula reference

used since a doubl ing of vol tage is a change of 6 dB whi le
a doubl ing of p o w e r is a change of 3 d B . For the m o s t
par t we wil l be us ing the 20 log vers ion since acoust ic
pressure (dB SPL) and vol tage are the p r imary drivers of
our decis ion-making. Figure 1.10 provides a reference chart
to relate the ratios of va lues to their decibel equivalents .

Here is a h a n d y tip for Microsoft Exce l users . Figure 1.11
shows the formula format for let t ing Exce l do the log cal-
culat ions for us.

The Electronic Decibel: dBV and dBu 

Electronic t ransmiss ion util izes the decibel scale to charac-
terize the vol tage levels. The decibel scale is preferred by
operators over the l inear scale for its relat ive ease of expres-
sion. Expressed l inearly we w o u l d find ourselves refer-
r ing to the s ignal in microvol ts , mil l ivol ts and volts wi th
var ious sets of n u m b e r va lues and ranges . Such scal ing
m a k e s it difficult to t rack a var iable s ignal such as music .
I f we wan ted to double the signal level we w o u l d have
to first k n o w the vol tage of the original s ignal and then
compu te its doubl ing. Wi th dynamica l ly changing signals
such as mus ic , the level a t any m o m e n t is in flux, m a k i n g
such calculat ions impract ical . The decibel scale provides a 
relat ive change va lue independent of the absolute value .
H e n c e the desire to double the level can be ach ieved by a 

at the input or output is unimportant . It is the change in
level b e t w e e n t h e m that i s reflected by the dB gain value .

There are two types of log formulas appl icable in audio:
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change of 6 d B , regardless of the original value . We can also
relate the decibel to a fixed s tandard wh ich we designate
as "O d B . " Leve ls are indicated by their relat ive value
above ( + dB) or be low ( - d B ) this s tandard. This w o u l d
be s implest , of course, i f there were a s ingle s tandard, bu t
tradit ion in our industry i s to p ick several . d B V and d B u
are the m o s t c o m m o n currently. These are referenced to
different va lues of 1.0 vol t and 0.775 vol t ( l mW across
a 600 ohms load) respectively. The difference b e t w e e n these
is a fixed a m o u n t of 2.21 dB. Note: For ease of use we wil l
use d B V as the s tandard in this text. T h o s e w h o prefer
the d B u s tandard should apply + 2 . 2 1 dB to the g iven d B V
values .

T h e vol tage-related dB scales serve the impor tan t pur-
pose of gu idance toward the opt imal opera t ing range
of the electronic devices . The upper and lower l imits of
an electronic device are absolute , not relat ive values . The
noise floor has a s teady average level and the clip point
is a fixed value . These are expressed in dBV. T h e absolute
level of our s ignal wil l n e e d to pass b e t w e e n these two
limits in order to prevent excess noise or distort ion. T h e
area enc losed by these l imits is the l inea r ope ra t ing area
of the electronic device. O u r des igns wil l need to ensure
that the operat ing levels of e lectronic devices are appro-
priately scaled for the s ignal levels pass ing through.

O n c e we have captured the audio w a v e f o r m in its
electronic form, i t wil l be passed through the sys tem as
a vol tage level wi th negl igible current and therefore mini -
mal p o w e r dissipation. L o w impedance output sect ions ,
coupled wi th h igh impedance inputs , give us the luxury
of no t cons ider ing the p o w e r levels until we have reached
the amplifier output terminals . P o w e r amplif iers can
then be seen as vol tage-dr iven input devices wi th p o w e r
stage outputs to dr ive the speakers . The amplif ier gives a 
huge current boos t and addi t ional vol tage capabi l i ty as
wel l . F igure 1.12 provides a reference char t showing the

s tandard opera t ing vol tage levels for all s tages of the sys-
t em signal flow. T h e goal is to t ransmit the signal through
the sys tem in the l inear opera t ing vol tage range of all
of the devices , wi thout falling into the no ise floor at the
bo t tom.

Figure 1.12 A reference chart for the typical operational voltage and wattage levels a

There is still another set of letter appendices that can
be added on to the dB vol tage formulas . These des ignate
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whether the vo l tage measured is a short- term p e a k or the
average value . AC signals are more complex to character ize
than DC signals . DC signals are a g iven n u m b e r of volts
above or b e l o w the reference c o m m o n . AC signals, by
nature, go bo th up and down. I f an average were taken
over t ime we w o u l d conc lude that the pos i t ive and nega-
tive travels of the AC signal average out to 0 volts . P lacing
our fingers across the AC ma ins wi l l quickly alert us to the
fact that averaging out to 0 volts over t ime does not m e a n
there is zero energy there. Kids , don ' t try this at h o m e .

The AC wave fo rm rises to a m a x i m u m , returns to zero,
falls to a m i n i m u m and then returns again. T h e vol tage
b e t w e e n the peak and the zero point , e i ther posi t ive or
negat ive , i s the peak vol tage ( V p k ) . The vol tage be tween
the posi t ive and negat ive peaks is the peak- to-peak volt-
age (Vp-p)  T h e equivalent A C vol tage to that found in a D C
circuit is expressed as the roo t -mean-square ( R M S ) vol tage
(VRMS). T h e peak- to-peak va lue is natural ly double that of
the peak value . The R M S va lue i s 70.7 per cent of the peak
value.

Al l of these factors translate over to the vol tage-related
dB formulas and are found a s d B V p k , d B V p - p and dBVrms
respectively. The 70.7 per cent difference b e t w e e n peak
and R M S is equiva lent to 3 dB .

Crest Fac tor
The 3 d B difference b e t w e e n the peak and R M S values only
holds as long as the input signal is a con t inuous single fre-
quency, i.e. a s imple sine wave . If the s ignal has mult iple
frequencies, the peak to R M S ratio i s no longer constant .
I t is h ighly volat i le , or dynamic . The presence of mult iple
frequencies creates m o m e n t a r y confluences of signals that
can s u m together for a fleeting m o m e n t into a peak that
is h igher than any of the individual parts . This is k n o w n
as a transient peak. M o s t audio signals are transient by
nature s ince we can ' t dance to sine waves . A strong tran-
sient, l ike a pulse , is one that has a ve ry h igh peak value
and a min imal R M S value . Transient peaks are the oppo-
site ex t reme of peak - to -RMS ratio from the sine wave . The
te rm to descr ibe the var iable peak - to -RMS ratio found in

Figure 1.13 Crest factor, RMS, peak and peak-to-peak
values. (A) A sine wave has the lowest crest factor of
3 dB. (B) An example complex waveform with transients
with a 12 dB crest factor
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different p rog ram mater ia ls is the crest factor. The lowest
poss ible crest factor is 3 dB (sine wave ) . There is no l imit to
the m a x i m u m . The typical crest factor for mus ica l s ignals
is 12 dB. Since our sys tem wil l be t ransmit t ing transients
and cont inuous signals , we mus t ensure that the sys tem
has sufficient dynamic range to al low the t ransient peaks
to stay wi th in the l inear opera t ing range. The presence of
addi t ional dynamic range above the abil i ty to pass a s im-
ple sine w a v e is k n o w n as h e a d r o o m , wi th 12 dB be ing a 
c o m m o n target range.

The Acoustic Decibel: dB SPL 

The favored express ion for acoust ic t ransmiss ion i s dB S P L
(sound pressure level) . This is the quant i ty of measu re for
the pressure changes above and be low the ambien t air
pressure. The s tandard is the threshold of the average per-
son ' s hear ing (O dB S P L ) . The l inear unit of express ion is
one of pressure , d y n e s / s q u a r e centimeter , wi th O dB S P L
be ing a value of 0.0002 d y n e s / c m 2 (1 microbar) . This lower
limit approaches the noise level of the air m e d i u m , i.e. the
level where the molecu la r mot ion creates its o w n r a n d o m
noise. I t i s comfor t ing to k n o w we aren ' t miss ing out on
anything. At the other end of the scale is the threshold of
pain in our hear ing sys tem. The values for this are som e -
wha t inconsis tent bu t range from 120 to 130 dB S P L , wi th
more m o d e r n texts ci t ing the h igher number s . In any case
this n u m b e r represents the pa in threshold, and wi th that
comes the obvious hazards of potent ial hear ing damage .

w h a t we have read over the years on S P L meters . The actual
verif ication of 0 dB S P L is left to the Bureau of S tandards
and the people at the laboratories . F e w of us have m e t a 
dyne, a microbar , or a micropasca l at the v e n u e or ever
will . E v e n fewer are in a posi t ion to argue wi th someone ' s
S P L mete r as to whe the r i t is cal ibrated correct ly — unless
we have an S P L me te r and a cal ibrator of our o w n to
m a k e the case. T h e n we can argue over w h o s e cal ibra-
tor i s accura te and eventual ly s o m e o n e mus t yie ld or we
will have to take a trip to the Bureau of Standards . Th is
i s one p lace where , in our pract ical wor ld , we will have
to take a leap of faith and trust the manufacturers of our
measuremen t mic rophones . For our par t we wil l be mind-
ful of even smal l d iscrepancies b e t w e e n different measure -
men t ins t ruments , mic rophones , etc., bu t we wil l not be in
a good posi t ion to quest ion the absolute dB S P L values to
the same extent.

The 130 dB difference be tween the threshold of audibil-
i ty and the onset of pa in can be seen as the dynamic range
of our aural sys tem. O u r full range will rarely be uti l ized,
s ince there are no des i rable l is tening spaces wi th such a 
low noise floor. In addi t ion, the ear sys t em is generat ing
substant ia l ha rmon ic distort ion before the pa in threshold
wh ich degrades the sonic exper ience (for some) before
actual pa in is sensed. In pract ical terms we wil l need to
find a l inear opera t ing range, as we did for the electronic
t ransmiss ion. This range runs from the ambien t noise floor
to the point where our hear ing b e c o m e s so distorted that
the exper ience is unpleasant . O u r sound sys tem wil l need
to have a noise floor be low the room and sufficient con-
t inuous p o w e r and h e a d r o o m to reach the required max i -
m u m level.

d B S P L S u b u n i t s
dB S P L has average and peak level in a m a n n e r s imilar to
the vol tage units. T h e S P L values differ, however , in that
there m a y be a t ime cons tan t involved in the calculat ion.

• dB S P L peak: The highest level reached over a mea -
sured per iod i s the peak (dB S P L p k ) .

• dB S P L c o n t i n u o u s (fast): This is the average S P L over a 
t ime integrat ion of 250 ms . The integrat ion t ime is used
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where P is the R M S pressure in microbars ( d y n e s / s q u a r e
cent imeter) .

Excuse me: did y o u say microbars and dynes per square
cent imeter?

These air pressure measu remen t terms are unfamil iar to
mos t audio engineers , a long wi th the al ternate and equal ly
obscure te rm of 20 micropasca ls . For mos t audio engineers
the comprehens ion of dB S P L is relat ive to their o w n per-
spect ive: an experient ial correlat ion to w h a t we hear wi th
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in order to mimic our hear ing sys tem's percept ion of
SPL . O u r hear ing sys tem does no t perce ive S P L on an
ins tantaneous level bu t ra ther over a per iod of approxi-
mate ly 100 ms . The fast in tegrat ion is sufficiently long
e n o u g h to give an S P L reading that cor responds to that
percept ion.

• dB S P L c o n t i n u o u s ( s low) : This is the average S P L over
a t ime in tegrat ion of 1 second. T h e s lower t ime cons tant
mimics the percept ion of exposure to ex tended dura-
tions of sound.

dB S P L can be l imited to a specific b a n d of frequencies. I f
a bandwid th is not specified, the full range of 2 0 - 2 0 k H z
is assumed. It is impor tant to unders tand that a reading
of 120 dB S P L on a sound level mete r does no t m e a n that
a speaker is generat ing 120 dB S P L at all f requencies . The
120 dB va lue is the integrat ion of all f requencies (unless
otherwise specified) and no conclus ion can be m a d e
regarding the behav io r over the range of speaker response .
The on ly case where the dB S P L can be compu ted regard-
ing a par t icular f requency is w h e n only that f requency is
sent into the sys tem. dB S P L can also be de te rmined for a 
l imited range of frequencies, a pract ice k n o w n as b a n d e d
S P L measurements . The frequency range of the exci ta t ion
signal i s l imited; c o m m o n l y in oc tave or l / 3 r d octave
bands and the S P L over that b a n d can be de te rmined . The
m a x i m u m S P L for a device over a g iven f requency b a n d is
at ta ined in this way. I t is wor th not ing that the s a m e data
cannot be a t ta ined by s imply band- l imi t ing on the analysis
side. If a full range s ignal is appl ied to a device , its energy
wil l be spread over the full band . Band- l imi ted measure-
men t s wi l l s h o w lower m a x i m u m levels for a g iven b a n d
if the device is s imul taneous ly charged wi th reproducing
frequencies outs ide of the measu red band .

The Unitless Decibel 
T h e uni t less decibel scale is avai lable for compar i son of
like va lues . Everyth ing expressed in the unit less scale is
purely relative. This can be appl ied to electronic or acoust ic
t ransmission. A device wi th an input level of —20 d B V and
an output level of —lO d B V has a gain of + 1 0 d B . Not ice

Figure 1 14 Typical operational level over the dynamic range of the ear

that no letter is appended to the dB te rm here , s ignifying a 
rat io of l ike quanti t ies. Two seats in an audi tor ium receive
94 and 91 dB S P L readings respectively. T h e y are offset in
level by 3 dB . This is no t expressed as 3 dB S P L , wh i c h is a 
sound level just above our hear ing threshold. I f the levels
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were to rise at bo th seats to 98 and 95 respectively, the level
offset remains a t 3 d B .

The unit less dB scale wil l be by far the m o s t c o m m o n
decibel express ion in this book . The pr incipal concern of
this text is relat ive level , ra ther than absolute levels. S im-
ply put: absolute levels are pr imar i ly an operational issue,
inside the scope of m i x engineer ing , whereas relative levels
are pr imar i ly a des ign and optimization i ssue, under our
control . The qual i ty o f our w o r k wil l be based on h o w
closely the final received s ignal resembles the original .
Since the t ransmit ted s ignal wil l be constant ly changing ,
we can on ly v iew our progress in relative terms.

Power
Electrical energy is a combina t ion of two measurab le
quanti t ies: vol tage and current . The electr ical p o w e r in a 
DC circuit is expressed as:

P= EI 

where P is the p o w e r in wat ts , E is the vol tage in volts , and
I is the current in amperes .

Voltage cor responds to the electr ical pressure whi le cur-
rent cor responds to the rate of e lectron flow. A simplif ied
ana logy comes from a garden hose . Wi th the garden hose
running open, the pressure is low and the flow is a w i d e cyl-
inder of water. Placing our t h u m b on the hose wil l great ly
increase the pressure, and reduce the wid th of the f low by
a propor t ional amount . The former case is low vol tage and
high current, whi le the latter is the reverse.

T h e p o w e r is the product of these two factors. 100
wat ts of electr ical p o w e r cou ld be the result of 100 volts
at 1 ampere , 10 vol ts at 10 amperes , 1 vol t at 100 amperes ,
etc. The p o w e r could be used to run a single heater at 100
watts , or 100 heaters a t 1 wat t each. The a m o u n t of heat
genera ted , and the electr ical bi l l , wil l be the s a m e ei ther
way. P o w e r is the measure of energy, wh ich can be dis-
tr ibuted in different w a y s bu t remains unchanged in its
overal l quantity. Bo th vol tage and current mus t be pres-
ent for p o w e r to be t ransmit ted. Voltage wi th no current is
potent ial for power, bu t none is transferred until current
flows.

A third factor p lays a decis ive role in h o w the vol tage and
current are propor t ioned: resistance. Electr ical resis tance
limits the a mo u n t of current f lowing through a circuit and
thereby affects the p o w e r transferred. Provided that the
vol tage remains constant , the power diss ipat ion wil l be
reduced as the resis tance s tems the flow of current. Th is
power reduct ion can be compensa ted by an increase in
vol tage propor t ional to the reduced current. Re turn ing
to the garden hose analogy, i t is the t h u m b that acts as a 
var iable resis tance to the circuit, a physica l feeling that is
qui te apparent as we a t tempt to keep our t humb in place .
This resis tance reappor t ions the hose p o w e r toward less
current flow and h igher pressure. This has ve ry impor tan t
effects upon h o w the energy can be put to use. I f we p lan
on taking a dr ink out of the end of the hose i t w o u l d be
wise to carefully cons ider the posi t ion of our thumb.

The electr ical p o w e r in a DC circuit is expressed as:

P= IE 

P= I²R

P = E²/R

where P is the p o w e r in wat ts , E is the vol tage in volts , I is
the current in amperes , and R is the resis tance in ohms .

These DC formulas are appl icable to the purely resist ive
componen t s of the current- l imit ing forces in the electri-
cal circuit. In the case of our audio wavefo rm, w h i c h is
by definit ion an AC signal, the measu re of resist ive force
differs over frequency. Th is complex te rm for resis tance
wi th a f requency c o m p o n e n t is i m p e d a n c e . The imped-
ance of a circuit at a g iven frequency is the combina t ion of
the DC resis tance, and the reactance . T h e reactance is the
va lue for var iable resis tance over f requency and comes in
two forms: capaci t ive and induct ive. T h e impedance for a 
g iven circuit is a combina t ion of the three resist ive values:
DC resis tance, capacit ive reactance and induct ive reac-
tance. These factors alter the f requency response in all AC
circuits; the quest ion is only a mat ter of degree of effect.
Fo r our scope here we wil l not go into the internal circuit
componen t s bu t rather l imit the d iscuss ion of impedance
and reactance to the in terconnect ion of audio devices . All
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active audio devices present an input and output imped-
ance and these mus t be conf igured proper ly for opt imal
t ransmiss ion. The interconnect ing cables also present var i -
able impedance over f requency and this wil l be d iscussed.

Frequency Response

If a device t ransmits differently at one f requency than
another, it has a f requency response . A device wi th no dif-
ferences over frequency, also k n o w n as a "flat" f requency
response, is actual ly the absence of a f requency response.
In our pract ical wor ld this is imposs ib le , s ince all audio
devices , even oxygen-free hypoal le rgenic speaker cable ,
change their response over frequency. T h e ques t ion i s
the extent of detect ible change within the f requency and
dynamic range of our hear ing sys tem. Frequency response
is a host of measurab le va lues bu t we wil l focus our dis-
cuss ion in this sect ion on two representat ions: ampl i tude
vs. f requency and phase vs . frequency. No audio device
can reach to an infinitely l o w frequency (we w o u l d have
to go all the w a y back to the B ig B a n g to measu re the low-
est f requency) and none can reach to an infinitely h igh
frequency. For tuna te ly this is no t required. The opt imal
range i s s o m e a m o u n t b e y o n d that of the h u m a n hear ing
sys tem. (The exact extent is subject to ongo ing debate.) I t is
genera l ly accepted that h igh-f requency extension b e y o n d
the h u m a n hear ing limits is preferable to those sys tems
that l imit their response to exact ly 20 Hz to 20 kHz . This
is genera l ly at t r ibuted to the reduced phase shift of the
in b a n d mater ia l , wh i ch leaves the upper ha rmon ic series
intact. A n y o n e familiar wi th the first genera t ions of digi-
tal audio devices wil l r e m e m b e r the unnatura l qual i ty of
the band- l imi ted response of those sys tems. T h e debate
over 96 k H z , 192 k H z and h igher sampl ing rates for digital
audio wil l be reserved for those wi th ears of gold .

Amplitude vs. Frequency 
Ampl i tude vs . f requency (for brevi ty we wil l call this the
ampl i tude response) is a measu re of the level devia t ion
over frequency. A device is specified as hav ing an opera-
t ional f requency range, and a degree of var ia t ion wi thin

that range . The frequency range is general ly g iven as the
—3 dB points in electronic devices, whi le —6 and —lO dB
figures are m o s t often used for speakers . T h e quali ty of the
ampl i tude response is de te rmined by its degree of var iance
over the t ransmiss ion range , wi th m i n i m u m var iance cor-
responding to the m a x i m u m quality. The speakers shown
in Fig. 1.15 have an ampl i tude response that i s ±4 dB over
their opera t ing ranges . The opera t ing ranges (between
—6 dB points) differ in the low frequency (40 and 70 Hz)
and h igh frequency ( 1 8 k H z and 2 0 k H z ) .

Phase vs. Frequency 

Phase vs . f requency (for brevi ty we wil l call this the p h a s e
response ) is a measu re of the t ime devia t ion over fre-
quency. A device is specified as hav ing a degree of var ia t ion
wi th in the opera t ional range governed by the ampl i tude
response . The qual i ty of the phase response i s de te rmined
by its degree of var iance over the t ransmiss ion range, wi th
m i n i m u m var iance aga in cor responding to the m a x i m u m
quality. The phase responses of the two speakers we com-
pared previous ly in Fig. 1.15 are s h o w n as an example .

T h e phase response over f requency is, to a large extent ,
a der iva t ive of ampl i tude response over frequency. Leav-
ing the rare except ion aside for the m o m e n t we can say that
a flat phase response requires a flat ampl i tude response.
Devia t ions in the ampl i tude response over f requency (peak
and dip filters, h igh- and low-pass filters, for example ) wil l
cause predic table devia t ions in phase . Changes in ampl i -
tude that are independen t of f requency are also indepen-
dent of phase; i.e. an overal l level change does not affect
phase .

The except ion ci ted above refers to filter circuits that
delay a select ive range of frequencies, thereby creat ing
phase devia t ions unrela ted to changes in ampl i tude . This
creates interest ing possibi l i t ies for phase compensa t ion in
acoust ica l sys tems wi th phys ica l d isp lacements be tween
drivers. The final twis t is the possibi l i ty of filters that
change ampl i tude wi thout changing phase . The quest for
such circuits is l ike a search for the H o l y Grai l in our audio
industry. We wil l revisit this quest later in Chap te r 8. Phase
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will be covered from mul t ip le perspect ives as we m o v e
onward . For n o w we wi l l s imply in t roduce the concept .

Phase response a lways meri ts a second-place finish in
impor tance to ampl i tude response for the fol lowing rea-
son: if the ampl i tude va lue is zero there is no level , and the
phase response is rendered academic . In all o ther cases ,
however , the response of phase over f requency wil l need
to be known.

There has b e e n p lenty of debate in the past as to whe the r
we can discern the phase response over f requency of a sig-
nal . The no t ion has b e e n advanced that we cannot hear
phase directly and therefore a speaker wi th extens ive phase
shift over frequency w a s equivalent to one that exhibi ted
flat phase . This l ine of reasoning is absurd and has few
defenders left. S imp ly put, a device wi th flat phase response
sends all frequencies out in the tempora l sequence as they
wen t in. A device wi th non- l inear phase se lect ively delays
some frequencies more than others. These d iscuss ions are
typical ly focused on the per formance of loudspeakers ,
wh ich m u s t ove rcome t r emendous chal lenges in order to
main ta in a reasonably flat phase response for even ha l f of

their f requency range. Cons ider the fol lowing quest ion: all
o ther factors be ing equal , w o u l d a loudspeaker wi th flat
phase over a s ix-octave range sound bet ter than one that
is different for every oc tave? The answer should be self-
evident unless we subscr ibe to the be l ie f that loudspeakers
create mus ic instead of recreating it. If this is the case, then I 
invi te you to cons ider h o w y o u w o u l d feel about your con-
sole, cabl ing or amplif iers contr ibut ing the k ind of who le -
sale phase shift that is justified as a mus ica l contr ibut ion by
the speaker.

A central p remise of this b o o k is that the loudspeaker is
not g iven any except ion for musicali ty. Its job is as dry as
the wire that feeds i t an input signal: t rack the waveform.
There wil l be no d iscuss ion here as to wh ich forms of col-
orat ion in the phase or ampl i tude response sound "be t te r"
than another.

Le t ' s apply this pr incipal to a mus ica l event: a p iano
key is s t ruck and the transient pressure peak contains a 
h u g e range of f requency componen t s , a r ranged in the
dist inct order that our ear recognizes as a p iano note . To
select ively delay s o m e of the por t ions of that t ransient

Figure 1.15 Relative amplitude and relative phase
responses of two loudspeakers. The two systems are
matched in both level and phase over most of the frequency
range, but become unmatched in both parameters in the LF
range

18
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dismissed early in my career about 
why anything audio was the way 
it was, has little by little been 
replaced by hard science. I have no 
reason to believe that the voodoo 
and ghosts that persists can't be 
replaced as well by experience and 
truth. 

Martin Carillo 

p e a k rearranges the sequences into a w a v e f o r m that is 
very definitely not the or iginal a n d is less recognizable as 
a p i a n o note . As m o r e p h a s e shift is a d d e d , the transient 
b e c o m e s increas ingly s t re tched over t ime. T h e sense o f 
i m p a c t f r o m a h a m m e r str iking a str ing wi l l be lost. 

W h i l e l inear p h a s e over f requency is impor tant , i t is 
m i n o r c o m p a r e d to the m o s t critical p h a s e pa r a m e t e r : 
its role in s u m m a t i o n . This subject wil l be the detai led in 
C h a p t e r 2 . 

Polarity 
T h e polar i ty of a s ignal spr ings f r o m its or ientat ion to the 
or igin p o i n t of the w a v e f o r m . All w a v e f o r m s b e g i n at the 
" a m b i e n t " state in the m e d i u m a n d p r o c e e d b a c k a n d forth 
f r o m there . T h e s a m e w a v e f o r m s h a p e c a n b e created i n 
oppos i te direct ions, one g o i n g b a c k a n d forth w h i l e the other 
goes forth a n d b a c k . There is p lenty of debate as to w h e t h e r 
we can discern the absolute polar i ty of a s ignal . A p i a n o 
k e y is s t ruck a n d the pressure p e a k arrives first as a pos i -
t ive pressure fo l lowed by a negat ive . I f this is r e p r o d u c e d 
by an o therwise per fec t speaker b u t reversed in polar i ty 
w o u l d w e hear the di f ference? T h e debate cont inues . 

In our case the critical p a r a m e t e r regarding polar i ty is 
ensur ing that no reversals occur in par ts o f the t ransmiss ion 
chain that wil l be c o m b i n e d either electr ical ly or acoust i -
cally. C o m b i n i n g out polar i ty s ignals wi l l result in cancel -
lation, a negat ive effect of w h i c h there is little debate . 

Latency 
Transmiss ion takes t ime . S ignal is sent t h r o u g h the sig-
nal p a t h f r o m the source to the listener. E v e r y stage in the 

p a t h takes s o m e a m o u n t of t ime to p a s s the s ignal a long. 
This type of delay, k n o w n as l a t e n c y , occurs equal ly at all 
f requencies , a n d i s m e a s u r e d in (hopeful ly) m s . T h e m o s t 
o b v i o u s f o r m of la tency i s the " f l ight t i m e " of s o u n d p r o p -
agat ing t h r o u g h the air. I t does not take m u c h dis tance to 
rack up m a n y mi l l i seconds of de lay in the acoust ic path . 
T h e electronic p a t h i s also f raught w i t h la tency issues , a n d 
this wi l l be of increas ing i m p o r t a n c e in the future . In pure ly 
ana log electronic t ransmiss ion the la tency is so smal l as to 
be pract ica l ly negl igible . For digital s y s t e m s the la tency 
can n e v e r be ignored . E v e n digital s y s t e m latencies as l o w 
as 2 ms can lead to disastrous results i f the s ignal is j o i n e d 
w i t h others a t c o m p a r a b l e levels that h a v e ana log paths 
(O m s ) or al ternate n e t w o r k paths ( u n k n o w n n u m b e r of 
m s ) . For n e t w o r k e d digital audio s y s t e m s la tency can be a 
w i d e - o p e n var iable . In such s y s t e m s i t i s poss ib le to h a v e 
a s ingle input sent to mul t ip le outputs each wi th different 
la tency de lays , e v e n t h o u g h they are all set to "O m s " on 
the user interface. T h e m o d e r n audio engineer m u s t keep 
a vigi lant e y e on their digital sys tems to ensure that no 
surprises arise. This i s especial ly true n o w that we h a v e 
digital mixers d e s i g n e d for l ive a u d i o a n d w h i c h can d is -
tort (alter) the arr ival t imes of mul t ip les of s ignals w h e n 
s u m m e d into a m i x b u s . 

Analog Audio Transmission 
We h a v e d iscussed the frequency, p e r i o d , w a v e l e n g t h a n d 
the audio w a v e f o r m above . I t i s n o w t i m e to focus on the 
t ransmiss ion o f the w a v e f o r m through the electronic a n d 
acoust ic m e d i u m s . We wil l b e g i n w i t h the far less chal -
l enging field of e lectronic t ransmiss ion. 

Figure 1.16 The analog electronic transmission path from the mix console 
to the loudspeaker 
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Electronic a u d i o s ignals are var iat ions in vo l tage , current 
or e lec t romagnet ic energy. T h e s e var iat ions wi l l f inally be 
t rans formed into mechanica l energy at the speaker . T h e 
pr inc ipal task of the electronic t ransmiss ion p a t h is to 
del iver the or iginal s ignal f r o m the console to the m e c h a n -
i c a l / a c o u s t i c d o m a i n . This does not m e a n that the s ignal 
s h o u l d enter the acoust ic d o m a i n as an exact c o p y of the 
original . In m o s t cases i t wi l l be preferable to m o d i f y the 
electrical s ignal in ant ic ipat ion of the effects that wil l occur 
in the acoust ic d o m a i n . O u r goal is a fa i thful c o p y at the 
final dest inat ion: the l is tening posi t ion. To ach ieve this 
we wil l n e e d to p r e c o m p e n s a t e for the c h a n g e s c a u s e d by 
interact ions in the space . T h e electronic s ignal m a y be p r o -
cessed to c o m p e n s a t e for acoust ica l interact ion, split apart 
to send the s o u n d to m u l t i w a y speakers a n d then acoust i -
cally r e c o m b i n e d in the space . 

T h e ana log audio in our t ransmiss ion path runs a t t w o 
s tandard operat ional levels : l i n e and s p e a k e r . E a c h of these 
categories conta ins b o t h act ive a n d pass ive devices . Act ive 
l ine level devices inc lude the console , s ignal process ing 
such as de lays , equal izat ion , level controls a n d crossovers 
and the inputs of p o w e r ampl i f iers . Pass ive devices inc lude 
the cables , p a t c h b a y s a n d terminal pane ls that connect the 
act ive devices together. Act ive devices are ca tegor ized 
b y their m a x i m u m vol tage a n d current capabi l i ty into 
three types : mic , l ine a n d s p e a ke r level . M i c a n d l ine b o t h 
operate wi th h igh i m p e d a n c e - b a l a n c e d inputs (receivers) 
a n d low i m p e d a n c e - b a l a n c e d outputs (sources) . Input 
i m p e d a n c e s o f 5 - 1 0 0 k o h m s a n d output dr ives o f 3 2 - 2 0 0 o h m s 
are typical . M i c level devices over load at a lower vol tage 

t h a n line level , w h i c h s h o u l d be capable o f approx imate ly 
10 volts ( + 2 0 d B V ) a t the inputs a n d outputs . S ince our 
scope is focused on the t ransmiss ion s ide of the s o u n d 
s y s t e m we wil l be deal ing a lmost exc lus ively w i t h l ine 
level s ignals . P o w e r ampli f iers h a v e a h i g h - i m p e d a n c e 
l ine level input a n d an ex t remely l o w - i m p e d a n c e speaker 
level output . S p e a k e r level can r a n g e to over 100 V a n d is 
potent ia l ly h a z a r d o u s to b o t h p e o p l e a n d test e q u i p m e n t 
al ike. 

Line Level Devices 
E a c h act ive device h a s its o w n dedica ted functionali ty, b u t 
they all share c o m m o n aspects as wel l . All of these devices 
h a v e input a n d o u t p u t vol tage l imits , res idual noise floor, 
dis tort ion and f requency-response effects such as ampl i -
t u d e a n d p h a s e var iat ions . L o o k i n g deeper , we find that 
each device h a s latency, low - f r e q u e n c y l imits a p p r o a c h -
ing DC and h igh- f requency l imits approach ing light. 
In ana log devices these factors can be m a n a g e d s u c h that 
their effects are pract ica l ly negl ig ible — b u t this cannot be 
a s s u m e d . T h e actual va lues for all o f the a b o v e factors 
can b e m e a s u r e d a n d c o m p a r e d t o the m a n u f a c t u r e r ' s 
speci f icat ion a n d to the requirements of our project . 

T h e typical e lectronic device wil l h a v e three stages : input , 
process ing and o u t p u t as s h o w n in Fig. 1.18. T h e nature 
of the process ing s tage d e p e n d s u p o n the funct ion of the 
device . I t c o u l d be an equalizer , delay, f requency divider 
or a n y a u d i o device . I t c o u l d be a n a l o g or digital in the 

Figure 1.17 The line level analog electronic transmission path from the mix 
console to the input of the power amplifiers 
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process ing sect ion b u t the input a n d o u t p u t s tages are 
analog. Profess ional l ine level electronic devices uti l ize a 
fairly s tandard input a n d o u t p u t conf igurat ion: the bal -
a n c e d l ine. B a l a n c e d l ines p r o v i d e a substant ia l degree of 
i m m u n i t y f r o m noise i n d u c e d on the l ine (e lec t romagnet ic 
interference) a n d g r o u n d i n g p r o b l e m s ( h u m ) b y vir tue 
of the a d v a n t a g e s of the differential input . T h e differen-
tial input is d iscussed later in this chapter. T h e s tandard 
conf igurat ion is a v o l t a g e s o u r c e sys tem predicated on 
l o w - i m p e d a n c e outputs dr iv ing h i g h - i m p e d a n c e inputs . 
This re la t ionship a l lows the interconnect ion to be rela-
t ively i m m u n e to dis tance a n d n u m b e r o f devices . 

K e y specif icat ions for l ine level act ive electronic devices : 

• Act ive b a l a n c e d h i g h - i m p e d a n c e input : 10 kohms 
• Act ive b a l a n c e d l o w - i m p e d a n c e output : 150 ohms 
• F r e q u e n c y response range : 8 Hz to 22 k H z 
• A m p l i t u d e response : ± 0 . 5 d B , 20 Hz to 20 k H z 
• P h a s e response : < 4 5 degrees f r o m 2 0 H z t o 2 0 k H z 
• M a x i m u m input capabi l i ty : > + 1 6 dBV, 20 Hz to 20 k H z 

• M a x i m u m o u t p u t capabi l i ty : > + 16 dBV, 20 Hz to 
20 k H z 

• H u m a n d noise : < - 9 0 dBV, 20 Hz to 20 k H z 
• D y n a m i c range : > 1 0 0 d B , 2 0 H z t o 2 0 k H z 
• T H D : < 0 . 1 pe r cent , 20 Hz to 2 0 k H z 
• L a t e n c y (analog) : < 0 . 0 1 ms (10 n a n o s e c o n d s ) 
• L a t e n c y (digital) : < 1 0 m s 
• Polar i ty : non- inver t ing 
• Indicators : input a n d output over load . 

N o w let 's look at s o m e of the part icular types of devices in 
c o m m o n use in our sys tems . T h e list that fo l lows i s by no 
m e a n s c o m p r e h e n s i v e . T h e descr ipt ions for this l imited 
list are for the m o s t gener ic a n d es tabl i shed features a n d 
appl icat ions o f these devices . There are s i m p l y too m a n y 
devices to descr ibe . T h e descr ipt ion of a n d a d v o c a c y for 
(or against) the specif ic features a n d benef i ts of a n y par -
ticular m a k e a n d m o d e l wi l l be left to the m a n u f a c t u r e r s . 
Therefore , cons ider the insert ion of text s u c h as " i n m o s t 
c a s e s , " " typ ica l ly b u t not a l w a y s , " " u s ua l ly , " " in every 
device I ever u s e d in the last t w e n t y y e a r s , " or " e x c e p t for 

Figure 1.18 Typical analog electronic device 
flow chart 
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the m o d e l X" as appl icable to a n y of the descr ipt ions that 
w o u l d o therwise s e e m to exc lude a part icular product . 

Audio Sources 

T h e device t ransmit t ing our or iginal t ransmit ted s ignal 
m u s t be capable o f de l iver ing the s ignal in w o r k i n g c o n -
dit ion. T h e m o s t c o m m o n del ivery device i s the m i x con-
sole outputs . T h e console outputs should m e e t the a b o v e 
criteria in order for us to h a v e an input s ignal w o r t h trans-
mit t ing. 

Signal Processing 

T h e s ignal -process ing devices wi l l be u s e d d u r i n g the 
a l ignment process . T h e process ing m a y be in a s ingle 
chass is , or separa ted , b u t wi l l n e e d the capabi l i ty to per-
f o r m the bas ic funct ions of a l ignment : level set t ing, de lay 
sett ing, a n d equal izat ion. S ince these wil l be covered sep-
arate ly we wil l cons ider the funct ions of the s ignal proces -
sor as the c o m b i n a t i o n of indiv idual units . 

Level-setting Devices 

Level -set t ing devices adjust the vo l tage gain t h r o u g h the 
s y s t e m a n d opt imize the level for m a x i m u m d y n a m i c 
range and m i n i m u m level var iance by ad just ing subsys -
t e m relat ive levels . T h e level-sett ing device ensures that 
the t ransi t ion f r o m the conso le to the p o w e r ampli f ier 
s tage i s m a i n t a i n e d w i t h i n the l inear operat ing range . 

K e y speci f icat ion for level-set t ing devices : 

• Level ad just increment : l dB m i n i m u m , 0.5 dB 
preferred. 

Delay Lines 

Just as level controls adjust the relat ive levels , the de lay 
l ines control relative p h a s e . T h e y h a v e the j o b of t ime 
m a n a g e m e n t . T h e y aid the s u m m a t i o n process by phase 
a l igning acoust ica l crossovers for m a x i m u m coupl ing 
a n d m i n i m u m var iance . M o s t de lay l ines h a v e a resolu-
tion of 0.02 ms or less, w h i c h i s sufficient. T h e m i n i m u m 

latency v a lue is preferred. M o s t de lay l ine user interfaces 
g ive false readings as to the a m o u n t of de lay they are actu-
ally a d d i n g to the s ignal . T h e indicator on the device gives 
the imposs ib le defaul t set t ing of O m s , w h i c h is accurate 
only as an indicat ion of the a m o u n t of delay added to the 
la tency b a s e va lue . An accurate unit o f express ion for this 
w o u l d be Oms(R) ; i.e. relat ive. I f e v e r y device in the sys -
t e m is the s a m e m o d e l a n d they are not rout ing s ignals 
through each other on a n e t w o r k , the relative v a lue wi l l 
be sufficient for our p u r p o s e s . I f we are m i x i n g delay l ine 
m o d e l s or n e t w o r k i n g t h e m together, that luxury i s gone . 
A n y latency var iab le in our t ransmiss ion p a t h wi l l n e e d to 
be m e a s u r e d on site a n d taken into account . 

K e y specif icat ions for de lay l ines: 

• D e l a y resolut ion increment : 0.1 ms m i n i m u m , 0.02 ms 
or less preferred 

• M a x i m u m latency: < 5 m s preferred. 

Equalizers 

Fi l ter T y p e s 
Equal izers are a user -ad justable b a n k of filters. Fi l ters , in 
the m o s t bas ic sense , are circuits that m o d i f y the response 
in a part icular f requency range , a n d leave other areas 
u n c h a n g e d . T h e t e r m equal izat ion filters general ly refers 
to t w o p r i m a r y types of filters: she lv ing a n d parametr ic . 
She lv ing filters affect the u p p e r a n d l o w e r ex t remes a n d 
leave the m i d d l e unaf fec ted . Parametr ic filters do the 
oppos i te , af fect ing the m i d d l e a n d leaving the ex t remes 
unaf fec ted . U s e d together , these t w o filter types can create 
v ir tual ly a n y s h a p e we require for equal izat ion. 

Parametr i c - type equal izat ion filter characterist ics : 

• Center f requency : the h ighest , or lowes t point in the 
response , speci f ied in Hz 

• M a g n i t u d e : the level , in dB of the center f requency 
a b o v e , or be low, the uni ty level outs ide of the f i l ter 's 
area of interact ion. 

• B a n d w i d t h (or Q ) : T h e w i d t h of the affected area a b o v e 
a n d b e l o w the center frequency. This h a s s o m e c o m p l e x -
ities that we wi l l get to momentar i ly . In s imple te rms , 
a " w i d e " b a n d w i d t h filter affects a b r o a d e r range of 
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f requencies on ei ther s ide of the center t h a n a " n a r r o w " 
b a n d w i d t h filter wi th all o ther p a r a m e t e r s b e i n g equal . 

She lv ing- type equal izat ion filter characterist ics : 

• Corner f requency : the f requency range w h e r e the filter 
act ion be g i n s . For e x a m p l e a she lv ing filter w i t h a cor-
ner f r e q u e n c y of 8 k H z wil l affect the r a n g e a b o v e this, 
whi le l eav ing the range b e l o w unaf fec ted. I t i s m o r e 
c o m p l i c a t e d than this in pract ice d u e to the var ious 
opt ions avai lable in filter circuits . 

• M a g n i t u d e : the level , in dB of the she lved area, a b o v e 
or b e l o w the uni ty level outs ide of the f i l ter 's area of 
interact ion. 

• S lope (in d B / o c t a v e or filter order) : this controls the 
transi t ion rate f r o m the af fected a n d unaf fec ted areas. 
A l o w s lope rate , l ike the w i d e b a n d filter descr ibed 
above , w o u l d affect a larger range a b o v e (or b e l o w ) the 
corner f requency than a h i g h s lope. 

There are a great var ie ty of different s u b t y p e s of these 
bas ic filters. For b o t h filter types the pr inc ipa l dif ferences 
b e t w e e n subtypes are in the nature of the transi t ional 
s lope b e t w e e n the speci f ied f requency a n d the unaf fec ted 
area(s) . A d v a n c e s in circuit des ign wil l cont inue to create 
n e w vers ions a n d digital t echnology o p e n s u p e v e n m o r e 
possibi l i t ies . I t is b e y o n d the scope of this text to descr ibe 
each of the current subtypes , a n d for tunate ly i t is not 
required. As i t turns out , the equal izat ion n e e d s for the 
o p t i m i z e d des ign are dec idedly unexot ic . T h e filter shapes 
we wil l n e e d are qui te s imple a n d are avai lable in m o s t 
s tandard parametr ic equal izers (analog or digital) m a n u -
factured s ince the m i d - 1 9 8 0 s . 

F i l t e r F u n c t i o n s 
S ince these devices are ca l led " e q u a l i z e r s " i t is impor tant 
to speci fy w h a t i t i s they wi l l be m a k i n g equal . T h e fre-
q u e n c y response , o f course . But h o w did i t get u n e q u a l ? 
There are three pr incipal m e c h a n i s m s that " u n e q u a l i z e " a 
speaker s y s t e m in the r o o m : an u n e q u a l f requency response 
in the speaker s y s t e m ' s nat ive response (a m a n u f a c t u r i n g 
or instal lat ion issue) , air loss over f r e q u e n c y a n d acoust ic 
s u m m a t i o n . F o r the m o m e n t we wi l l a s s u m e that a speaker 

s y s t e m w i t h a flat free field response h a s b e e n instal led in a 
r o o m . T h e equal izat ion scope consists o f c o m p e n s a t i o n for 
f r e q u e n c y - r e s p o n s e c h a n g e s d u e to air loss over dis tance , 
s u m m a t i o n response wi th the r o o m reflect ions a n d s u m -
m a t i o n response w i t h other speakers carry ing s imilar 
s ignals . 

A n y of these factors can (and wil l ) create p e a k s a n d dips 
in the r e s p o n s e at f requencies of their c h o o s i n g a n d at 
h ighly var iable b a n d w i d t h a n d m a g n i t u d e s . Therefore w e 
m u s t h a v e the m a x i m u m flexibil ity in our filter set. T h e 
m o s t wel l k n o w n equal izer i s the " g r a p h i c " equalizer . T h e 
graphic is a b a n k of parametr i c filters w i t h t w o of the three 
p a r a m e t e r s (center f requency a n d b a n d w i d t h ) locked a t 
f ixed sett ings. T h e filters are spread evenly across the log 
f requency axis in oc tave or 1 / 3 r d oc tave intervals . T h e front 
p a n e l controls are typical ly a series of s l iders , w h i c h a l lows 
the user to see their sl ider set t ings as a response readout 
(hence the n a m e " g r a p h i c " ) . T h e ques t ionable accuracy 
of the readout is a smal l mat ter c o m p a r e d to the pr inc ipal 
l imitat ion of the graphic : f ixed filter p a r a m e t e r s in a var i -
able filter appl icat ion. This lack of f lexibil i ty severely l im-
its our abil i ty to accurate ly place our filters at the center 
f requency and b a n d w i d t h required to c o m p e n s a t e for the 
m e a s u r e d speaker s y s t e m response in the r o o m . T h e pr in-
cipal remain ing profess ional audio appl icat ion for these is 
in the full c o m b a t condi t ions of on-s tage m o n i t o r m i x i n g , 
w h e r e the abi l i ty to grab a k n o b a n d suppress e m e r g i n g 
f e e d b a c k m a y e x c e e d all other priori t ies . O t h e r w i s e such 
devices are tone controls sui table for art ists , D J s , audio-
phi les a n d automobi les . 

T h e abil i ty to i n d e p e n d e n t l y a n d cont inuous ly ad just 
all three p a r a m e t e r s — center frequency, b a n d w i d t h a n d 
level — give the p aram etr i c equal izer its n a m e . Boost a n d 
cut m a x i m u m s of 15 dB h a v e p r o v e n m o r e than sufficient. 
B a n d w i d t h s r a n g i n g f r o m 0.1 to 2 oc taves wi l l prov ide 
suff icient resolut ion for e v e n prec ise s tudio appl icat ions . 
T h e r e is no l imit to the n u m b e r of filters that can be p laced in 
the s ignal path ; h o w e v e r , the po int of d imin ish ing returns 
i s reached rapidly. I f we f ind ourse lves us ing large q u a n -
tities of filters (more t h a n six) in a s ingle s u b s y s t e m feed 
of a l ive s o u n d s y s t e m tuning appl icat ion, i t is w o r t h 
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cons ider ing w h e t h e r solut ions other than equal iza t ion 
h a v e b e e n ful ly explored. R e c o r d i n g s tudios , w h e r e the 
size of the audience is only as w i d e as a h e a d , can benef i t 
f rom h igher n u m b e r s o f filters. T h e equal izat ion process 
wil l be d i scussed in detail in C h a p t e r 10. 

C o m p l e m e n t a r y P h a s e 
T h e p h a s e response of the filters is m o s t of ten the first 
der ivat ive of the a m p l i t u d e response , a re lat ionship k n o w n 
a s " m i n i m u m p h a s e " . This re lat ionship o f p h a s e t o a m p l i -
tude is mir rored in the responses for w h i c h the equal izer 
is the p r o p e r ant idote . This process of creat ing an inverse 
response in b o t h a m p l i t u d e a n d p h a s e i s k n o w n as c o m -
p l e m e n t a r y p h a s e e q u a l i z a t i o n . 

I t is inadvisable to use n o t c h filters for s y s t e m opt imiza-
tion. N o t c h filters create a cancel lat ion a n d t h e r e b y r e m o v e 
n a r r o w b a n d s comple te ly f r o m the sys tem response . A 
notch filter is a dist inct f o r m of filter topology, not s i m p l y 
a n a r r o w p a r a m etr i c b a n d . T h e appl icat ion of notch filters 
is not equal izat ion; it is e l iminat ion. A s y s t e m that h a s 
e l iminated f requency b a n d s can n e v e r m e e t our goa l o f 
m i n i m u m var iance . 

S o m e equal izers h a v e filter topologies that create dif-
ferent b a n d w i d t h responses d e p e n d i n g on their p e a k a n d 
dip sett ings; a w i d e p e a k b e c o m e s a n a r r o w dip as the gain 
sett ing c h a n g e s f r o m b o o s t to cut. I s the b a n d w i d t h m a r k -
ing val id for a b o o s t or a dip (or ei ther)? S u c h filters can be 
a n u i s a n c e in pract ice s ince their b a n d w i d t h m a r k i n g s are 
m e a n i n g l e s s . H o w e v e r , as l o n g as we direct ly m o n i t o r the 
response w i t h m e a s u r e m e n t tools , such filters should be 
able to create the c o m p l e m e n t a r y shapes required . 

B a n d w i d t h a n d Q 
There are t w o c o m m o n descr ipt ive te rms for the w i d t h o f 
filters: b a n d w i d t h (actually percentage b a n d w i d t h ) and 
Q or " q u a l i t y factor ." B o t h refer to the f r e q u e n c y r a n g e 
b e t w e e n the —3 dB points c o m p a r e d to the center f requency 
level . Ne i ther of these descr ipt ions provides a truly accu-
rate representat ion of the filter as i t is i m p l e m e n t e d . W h y ? 
W h a t is the b a n d w i d t h of a filter that h a s only a 2.5 dB 
bo o s t? T h e r e is no —3 dB point . T h e a n s w e r requires a 
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brief p e e k u n d e r the h o o d of an equal izer . T h e s ignal pa th 
in an equal izer fo l lows t w o paths : direct f r o m input to 
the output b u s a n d al ternately through the filter sect ion. 
T h e level control on our filter d e t e r m i n e s h o w m u c h o f the 
f i l tered s ignal we are a d d i n g (posit ively or negat ively) to 
the direct s ignal . This causes a pos i t ive s u m m a t i o n (boost) 
or a negat ive s u m m a t i o n (cut) to be a d d e d to the full range 
direct s ignal . Filter b a n d w i d t h speci f icat ions are der ived 
f r o m the internal filter s h a p e (a b a n d p a s s filter) be fore i t 
h a s s u m m e d w i t h the unfi l tered s ignals . T h e b a n d w i d t h 
reading on the front pane l typical ly reflects that of the filter 
be fore s u m m a t i o n , s ince its actual b a n d w i d t h in pract ice 
wil l c h a n g e as level i s m o d i f i e d . S o m e m a n u f a c t u r e r s use 
the m e a s u r e d b a n d w i d t h at m a x i m u m b o o s t (or cut) as the 
front p a n e l m a r k i n g . This is the sett ing that m o s t c losely 
resembles the internal filter s lope. 

T h e pr inc ipal di f ference b e t w e e n the t w o s tandards i s 
o n e of intuit ive u n d e r s t a n d i n g . M a n u f a c t u r e r s s e e m to 
favor Q, w h i c h p l u g s direct ly into filter des ign equat ions . 
M o s t audio s y s t e m operators h a v e a m u c h easier t ime 
visual iz ing o n e sixth of an octave than they do a Q of 9. 

Al l that wi l l mat te r in the e n d is that the shape created 
by a series of filters is the r ight o n e for the job . As we wi l l 
see m u c h later in C h a p t e r 10, there is no actual n e e d to ever 
l o o k at center f r e q u e n c y level or b a n d w i d t h on the front 
p a n e l o f an equal izer . Equal iza t ion wil l be set by v isual ly 
observ ing the m e a s u r e d result of the equal izer response 

Figure 1.19 Bandwidth vs. Q conversion reference (after Rane Corporation, 
www.rane.com/library.html) 
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T r a n s m i s s i o n 

Figure 1.20 Standard parametric equalizer curve 
family 

Figure 1.21 Shelving filter family of curves 
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Perspectives: 1 have had 
to optimize a couple of 
systems using 1/3 octave 

equalizers and I don't recommend 
it. I don't think that there is any 
argument about what can be 
done with properly implemented 
octave-based equalizers, but much 
more can be done with parametric 
equalizers that have symmetrical 
cut/boost response curves. The 
limitless possibilities for frequency 
and filter skirt width make 
fitting equalizers to measured 
abnormalities possible. With fixed 
filters the problems never seem to 
fall under the filters. 

Alexander Yuill-Thornton II 
(Thorny) 

a n d v i e w i n g i t in context w i t h the acoust ic response i t is 
a t tempt ing to equal ize . 

An addi t ional f o r m of filter can be u s e d to create b r o a d 
flat c h a n g e s in f requency response . K n o w n as s h e l v i n g 
fi lters, they differ f r o m the parametr i c by their lack of b a n d -
width control . T h e corner f requency sets the range of act ion 
a n d the m a g n i t u d e control sets the level to w h i c h the shelf 
wil l f latten out. This type of filter prov ides a gent le shaping 
of the s y s t e m response w i t h m i n i m a l p h a s e shift. 

K e y speci f icat ions for equal izers : 

• C o n t i n u o u s l y adjustable center frequency, m a g n i t u d e 
a n d b a n d w i d t h (Q) 

• M i n i m u m of five filters (as descr ibed above) 
• B a n d w i d t h range f rom 0.1 (or less) to 1 oc tave ( o r more) 
• 15 dB b o o s t or cut 
• H i g h a n d low shelv ing filters wi th adjustable level a n d 

opt ional s lope adjust . 

Frequency Dividers 

T h e job of the f requency divider (also t e r m e d the spectral 
divider in this text) is to separate the a u d i o s p e c t r u m so 
that i t can be opt imal ly r e c o m b i n e d in the acoust ic space . 
T h e separat ion i s to a c c o m m o d a t e the phys ics w h i c h m a k e 
i t imposs ib le (currently) to h a v e a n y o n e device that can 

reproduce the full a u d i o range wi th suff ic ient qual i ty a n d 
power . 

N o t e : this device i s c o m m o n l y k n o w n as an electronic 
crossover, w h i c h is a misnomer . T h e electronic device divides 
the s ignal , w h i c h is then r e c o m b i n e d acoustically. I t is in the 
acoust ical m e d i u m that the " c ross ing o v e r " occurs , h e n c e 
the te rm "acoust ica l c rossover . " This is not jus t a case of 
a c a d e m i c semant ics . Acoust ica l c rossovers are present in 
our r o o m at a n y locat ion w h e r e s ignals o f m a t c h e d or ig in 
m e e t a t equal level . This inc ludes m u c h m o r e than jus t the 
f requency range w h e r e h igh and l o w drivers meet , and 
also inc ludes the interact ion of mult ip le full range speakers 
a n d e v e n r o o m ref lect ions. A central c o m p o n e n t of the opt i -
m i z e d des ign is the m a n a g e m e n t of acoust ic crossovers . 
F r e q u e n c y dividers are only o n e of the c o m p o n e n t s that 
c o m b i n e to create acoust ic crossovers . 

F r e q u e n c y dividers h a v e user-set table corner frequency, 
s l o p e a n d filter t o p o l o g y . M u c h i s m a d e in the audio c o m -
m u n i t y of the benef i ts the Bessel , But terwor th , L i n k w i t z -
Ri ley or s o m e other filter topologies . E a c h topology differs 
s o m e w h a t a r o u n d the corner f requency b u t then takes on 
the s a m e bas ic s lope as the full effects of the filter order 
b e c o m e d o m i n a n t . T h e r e i s no s imple a n s w e r to the topol-
o g y quest ion s ince the acoust ic propert ies of the devices 
b e i n g c o m b i n e d wil l p lay their o w n role in the s u m m a t i o n 
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in the acoust ica l c rossover range . T h a t s u m m a t i o n wil l be 
d e t e r m i n e d by the part iculars of the m e c h a n i c a l devices 
as we l l as the sett ings on the f requency divider. A far m o r e 
critical p a r a m e t e r than t o p o l o g y type is that of filter order, 
and the abil i ty to prov ide different orders to the h igh-pass 
a n d lo w-pas s channels . P lac ing different s lope orders into 
the equat ion a l lows us to create an a s y m m e t r i c a l f requency 
divider, an appropr ia te opt ion for the inherent a s y m m e t r y 
o f the t ransducers b e i n g c o m b i n e d . A n y f r e q u e n c y divider 
that can generate up to fourth order (24 dB per octave) 
should m o r e than suffice for our s lope requirements . 

A n addi t ional p a r a m e t e r that can b e f o u n d i n s o m e 
f r e q u e n c y dividers i s p h a s e a l i g n m e n t circuitry. This c a n 
c o m e in the f o r m of s tandard s ignal de lay or as a special -
ized f o r m of p h a s e filter k n o w n as an a l l - p a s s filter. T h e 
s tandard delay can be used to c o m p e n s a t e for the m e c h a n -
ical offset b e t w e e n h igh a n d low drivers so that the m o s t 
favorable construct ion des ign can be ut i l ized. T h e al l -pass 
filter is a tunable de lay that can be set to a part icular range 

o f f requencies . T h e b a n d w i d t h a n d center f requency are 
user-selectable . Al l -pass filters can be f o u n d in dedica ted 
speaker control lers a n d active speakers , w h e r e condi t ions 
are suff ic ient ly control led such that the pa r a m e t e r s c a n be 
opt imized . T h e al l -pass filter is of e x t r e m e l y l imited prac -
tical field use s ince the field condi t ions m a k e clear discern-
m e n t of the p h a s e response ex t remely chal lenging. I t wil l 
be a h a p p y d a y in the future w h e n we reach a point w h e r e 
we h a v e speaker sys tems in the field that are so we l l opti-
m i z e d that the only thing left to do is to fine tune al l -pass 
de lays . 

K e y speci f icat ions for f requency dividers : 

• C o n t i n u o u s l y se lectable corner f requencies 
• I n d e p e n d e n t h igh-pass and low-pass parameters 
• First- , s e c o n d - a n d third-order m i n i m u m . F o u r t h order 

opt ional 
• P h a s e a l i g n m e n t capabi l i ty (s ignal de lay and opt ional 

all pass ) . 

Figure 1.22 Frequency divider curve family 
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Limiters 

Limiters are vol tage regulat ion devices that reduce the 
d y n a m i c range o f the s ignal pass ing through. T h e y can 
be appl ied a t a n y point in the s ignal cha in inc luding 
indiv idual input channels , output channels or the post -
f requency-div ider s ignal dr iv ing a p o w e r amplif ier . T h e 
scope of our interest is those l imiters that m a n a g e the 
input s ignal to the p o w e r ampli f iers in order to prov ide 
protect ion for the l o u d s p e a k e r s a n d the amplif ier . Limit -
ers are n o t a requirement in the t ransmiss ion path . If the 
s y s t e m is a l w a y s o p e r a t e d safely wi th in its l inear range 
there i s no n e e d for l imit ing. This c o u l d h a p p e n in our 
l i fet ime, a s could w o r l d peace . But unfor tunate ly we h a v e 
to a s s u m e the wors t -case scenar io a n d that is that the 
s y s t e m wil l be subjected to the m a x i m u m level o f abuse 
f a t h o m a b l e , p lus 6 d B . O v e r l o a d condi t ions are a strain 
on b o t h the ampli f iers a n d the speakers , a n d h a v e m a n y 
undes i rab le sonic character ist ics (to m o s t of us) . L imiters 
are devices wi th a threshold control led var iable vol tage 
gain. T h e b e h a v i o r of the device i s character ized by its t w o 
operat ing ranges : l inear a n d non- l inear a n d by the t iming 
p a r a m e t e r s associated w i t h the transi t ion b e t w e e n the 
states: a t tack a n d release. T h e ranges are separa ted by 
the vo l tage threshold a n d the associated t ime constants 
that g o v e r n the transi t ion b e t w e e n t h e m . I f the input sig-
nal exceeds the threshold for a suff icient per iod of t ime, the 
l imiter gain b e c o m e s non-l inear . T h e vol tage ga in of the 
l imiter decreases b e c a u s e the o u t p u t b e c o m e s c l a m p e d at 
the threshold level , despi te r is ing levels at the input . I f the 
input level recedes to b e l o w the threshold for a suff icient 
durat ion , the "a l l c l e a r " s o u n d s a n d the device returns to 
l inear gain. 

T h e l imiter l andscape i s compl i ca ted these days by 
the m a n y devices that n o w conta in t h e m . L imiters m a y 
be f o u n d ins ide the m i x conso le w h e r e the appl icat ion i s 
pr inc ipal ly for d y n a m i c control o f the m i x , n o t for sys tem 
protect ion. This i s n o t o u r c o n c e r n here . A d d i t i o n a l loca-
t ions inc lude the s ignal process ing cha in b o t h before a n d 
after act ive f requency dividers . A l imiter appl ied before 
f requency divis ion is diff icult to l ink to the phys ics of a 
par t icular driver, unless the l imiter has f requency-sens i t ive 

threshold p a r a m e t e r s . T h e m o s t c o m m o n a p p r o a c h t o sys -
t e m protect ion is after the f requency divider, w h e r e the 
l imiters are c h a r g e d w i t h a part icular dr iver m o d e l oper-
at ing in a k n o w n a n d restr icted f requency range . S u c h l im-
iters can be f o u n d as s tand-a lone devices , as par t of the 
act ive f requency divider (analog or digital) or e v e n ins ide 
the p o w e r ampli f ier itself. 

W h e r e does the l imiter get its threshold a n d t ime con-
stant sett ings? M o s t m o d e r n sys tems util ize factory set-
t ings b a s e d o n the m a n u f a c t u r e r - r e c o m m e n d e d p o w e r a n d 
excurs ion levels . There are t w o pr inc ipal causes of l o u d -
speaker morta l i ty : heat and m e c h a n i c a l t rauma. T h e hea t 
factor i s m a n a g e d b y R M S l i m i t e r s w h i c h c a n m o n i t o r the 
long- term thermal condi t ions b a s e d u p o n the p o w e r dissi-
pa ted . T h e m e c h a n i c a l t r a u m a results f r o m over-excurs ion 
of the drivers resul t ing in col l is ion w i t h the m a g n e t s truc-
ture or f r o m the f ractur ing of parts of the dr iver assembly. 
T r a u m a protect ion m u s t b e m u c h faster than h e a t protec -
t ion; therefore the t ime constants are m u c h faster. T h e s e 
types of l imiters are t e r m e d p e a k l i m i t e r s . Ideally, l imiters 
wil l be cal ibrated to the part icular phys ics of the drivers . 
I f the l imiters are n o t opt imized for the dr ivers they wi l l 
d e g r a d e the d y n a m i c response or poss ib ly fail in their 
p r i m a r y miss ion o f protect ion. T h e bes t des igned sys tems 
incorporate the opt imal b a l a n c e o f p e a k a n d R M S l imit-
ing. This is m o s t safe ly d o n e wi th the use of ampli f iers 
w i t h vol tage l imits that fall wi th in the d r i v e r ' s m e c h a n i -
cal r a n g e and p e a k l imiters that are fast e n o u g h to prevent 
the ampli f ier f r o m e x c e e d i n g those l imits or c l ipping. 
T h e results are p e a k s that are ful ly a n d safely real ized 
a n d R M S levels that can e n d u r e the long- te rm t h e r m a l 
load. 

A seemingly safe a p p r o a c h w o u l d be to use l o w e r - p o w e r 
ampli f iers or set the l imit ing thresholds we l l b e l o w the full 
capabi l i ty so as to err on the s ide of caut ion. This is n o t 
necessar i ly the bes t course . Ov e r l y protect ive l imiters can 
actual ly e n d a n g e r the s y s t e m b e c a u s e the lack of d y n a m i c 
range causes operators searching for m a x i m u m i m p a c t 
to p u s h the s y s t e m into a cont inual state of compress ion . 
Th is creates a wors t - case long- term heat scenar io as wel l 
as the m e c h a n i c a l chal lenges of t racking square w a v e s 



29

i f the ampli f iers or drive e lectronics are a l l o w e d to cl ip. 
T h e bes t chances of long- term survival a n d sat isfact ion are 
a c o m b i n a t i o n of responsible operat ion a n d l imiters opt i -
m i z e d for m a x i m u m d y n a m i c range . 

L imi ters can be split into t w o basic categories : predic-
tive or negat ive feedback loop . Predict ive l imiters are 
inserted in the s ignal pa th before the p o w e r ampli f ier(s) . 
T h e y h a v e no direct correlat ion to the vol tage app ear ing at 
the ampl i f ier outputs . Therefore , their re la t ionship to the 
s ignal t h e y are m a n a g i n g is an o p e n var iable that m u s t 
be cal ibrated for the part iculars of the sys tem. F o r such a 
s c h e m e to be successful the factors d iscussed a b o v e m u s t 
b e c o m e k n o w n a n d enac ted in a m e a n i n g f u l w a y into the 
limiter. S u c h pract ices are c o m m o n in the industry. I do n o t 
in tend to be an alarmist . T h o u s a n d s of speakers survive 
these condi t ions , n ight after night . T h e intent ion here is to 
he ighten awareness of the factors to be cons idered in the 
sett ings. Sat is factory results can be ach ieved as long as the 
l imiters can be m a d e to maint a in an appropr ia te t racking 
re lat ionship to the output of the p o w e r ampli f iers . C o n s u l t 

the manufac turers of speakers , l imiters and ampli f iers for 
their r e c o m m e n d e d set t ings a n d pract ices . 

R e q u i r e d k n o w n p a r a m e t e r s for predic t ive l imiters : 

• vo l tage l imits ( m a x i m u m p o w e r capabi l i ty) of the 
ampli f ier 

• vo l tage ga in of the ampli f ier (this inc ludes user-
control led level set t ings) 

• p e a k vol tage m a x i m u m capabi l i ty of the l o u d s p e a k e r 
• excurs ion l imits of the loudspeaker over its f requency 

r a n g e o f operat ion 
• long- te rm R M S p o w e r capabi l i ty of the loudspeaker . 

N e g a t i v e f e e d b a c k s y s t e m s e m p l o y a l o o p that re turns 
the vol tage f r o m the ampli f ier terminals . This vo l tage is 
t h e n u s e d for c o m p a r i s o n to the threshold . In this w a y the 
vo l tage gain a n d c l ipping character is t ics of the ampli f ier 
are incorpora ted into the l imit ing process . This i s c o m -
m o n pract ice in dedica ted speaker control lers a n d can 
afford a c o m p a r a b l e or greater degree of protec t ion w i t h 
lesser m a n a g e m e n t requirements for the p o w e r ampli f iers ; 

Figure 1.23 Predictive limiter scheme. The limiter 
is calibrated independently of the amplifier. For 
this scheme to be effective the limiter must be 
calibrated to the known voltage gain and peak power 
characteristics of the amplifier. Changes in the 
amplifier input level control will decalibrate the limiter 
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Figure 1.24 Negative feedback scheme. The limiter is 
calibrated to the output of the amplifier. The limiter remains 
calibrated even with changes in the amplifier level control 

e.g. the ampli f ier input level controls m a y be ad justed 
w i t h o u t readjust ing the l imit threshold. 

K e y specif icat ions for l imiters : 

• L imiter types : n e e d b o t h p e a k a n d R M S 
• Cal ibrat ion: m u s t be ca l ibrated to m e c h a n i c a l a n d ther-

m a l over load condi t ion respect ively for each speaker 
type 

• F r e q u e n c y range : l imiters s h o u l d be range- l imited to 
post -crossover pos i t ions in the s ignal chain . Ful l - range 
l imiters wi l l not p r o v i d e s y s t e m protect ion. 

Dedicated Speaker Controllers 

M a n y speaker manufac turers also m a k e dedica ted speaker 
control lers . T h e control lers are des igned to create the elec-
tronic process ing p a r a m e t e r s necessary to obta in opt imal 
p e r f o r m a n c e of the speaker . T h e p a r a m e t e r s are researched 
in the m a n u f a c t u r e r ' s control led e n v i r o n m e n t a n d a speaker 
" s y s t e m " i s created f r o m the c o m b i n a t i o n of o p t i m i z e d 
electronics a n d k n o w n drivers . T h e dedica ted speaker con-
troller conta ins the s a m e series of devices a l ready descr ibed 

above : level sett ing, f requency divider, equal izat ion , p h a s e 
a l ignment and l imiters , all preconf igured and u n d e r one 
roof. T h e indiv idual p a r a m e t e r s are m a n u f a c t u r e r - a n d 
m o d e l - d e p e n d e n t so there i s little m o r e that n e e d s be 
said here . This does not m e a n that equal izers , de lays a n d 
level-sett ing devices can be d i spensed with . We wil l still 
n e e d these tools to integrate the speaker s y s t e m wi th other 
speakers a n d to c o m p e n s a t e for their interact ion in the 
r o o m . We wil l , h o w e v e r , h a v e r e d u c e d the n e e d for addi -
t ional f requency div iders and l imiters and should h a v e a 
m u c h l ighter b u r d e n in terms of equal izat ion . 

T w o recent t rends h a v e lessened the popular i ty o f these 
dedica ted sys tems in the current era . T h e first is the trend 
t o w a r d th i rd-par ty digital s ignal processors (DSPs) . T h e s e 
units are able to prov ide all of the funct ional i ty of the 
dedica ted control lers , usual ly wi th the except ion of n e g a -
tive feedback l imiters . Manufac turers supply users wi th 
factory sett ings that are then p r o g r a m m e d into the DSP. 
T h e s e tools h a v e the a d v a n t a g e of relat ively l o w cost a n d 
f lexibil i ty b u t the d isadvantages inc lude a lack of stan-
dard ized response s ince users of a part icular sys tem m a y 
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choose to p r o g r a m their o w n c u s t o m sett ings ins tead of 
those r e c o m m e n d e d by the manufacturer . There i s also 
cons iderable lat i tude for user error s ince the p r o g r a m -
m i n g , c o p y i n g a n d pas t ing of user sett ings i s of ten poor ly 
executed even by the bes t o f us . T h e second trend i s toward 
c o m p l e t e l y integrated s y s t e m s , inc lus ive of the ampli f ier 
in the s p e a k e r cabinet . 

Active Speakers 

T h e u l t imate vers ion of the dedica ted s pe a ker control ler 
is this: a f r e q u e n c y divider, l imiter, de lay l ine , level con-
trol, equal izer a n d p o w e r ampl i f ier in a s ingle uni t directly 
c o u p l e d to the speaker itself. This type of s y s t e m is the 
se l f -powered speaker, also t e r m e d the " a c t i v e " speaker. 
Act ive speakers operate w i t h a c losed set of var iables : 
k n o w n drivers , enc losure , k n o w n phys ica l d i sp lacement , 
m a x i m u m excurs ion a n d diss ipat ion. As a result they are 
d e s i g n e d to be ful ly o p t i m i z e d for the m o s t l inear ampl i -
tude a n d p h a s e response over the full f requency range and 
to be fully protec ted over their full d y n a m i c range . Act ive 

speakers , l ike p o w e r ampl i f iers , h a v e an o p e n polar i ty 
var iable , s ince they are e lectronical ly b a l a n c e d at the input 
a n d m o v i n g air a t the output . S ince m o s t act ive speakers 
c a m e on the m a r k e t after industry polar i ty s tandardiza-
t ion, i t w o u l d be rare to f ind a n o n - s t a n d a r d sys tem. 

F r o m our des ign a n d opt imizat ion perspec t ive act ive 
speakers g ive us u n l i m i t e d flexibil ity in t e rms of s y s t e m 
subdivis ion ; i.e. the n u m b e r of act ive speakers equals the 
n u m b e r o f c h a n n e l s a n d subdiv is ion opt ions . External ly 
p o w e r e d speakers by contrast may, for e c o n o m i c reasons , 
of ten share up to four drivers on a c o m m o n p o w e r ampli f ier 
channe l a n d thereby reduce subdiv is ion flexibility. 

T h e r e wil l be no a d v o c a c y here as to the super ior i ty of 
e i ther act ive or external ly p o w e r e d (passive) l o u d s p e a k e r s . 
We wil l leave this to the manufac turers . T h e pr inc ipal dif-
ferences wi l l be n o t e d as we progress , s ince this choice wil l 
affect our opt imizat ion a n d des ign strategies . In this text 
we wi l l cons ider the speaker s y s t e m to be a comple te sys-
t e m wi th f requency divider, l imiters a n d p o w e r ampli f iers 
inclusive . In the case of the act ive s pe a ke r this is a phys ica l 

Figure 1.25 Frequency and phase response of an 
example two-way dedicated speaker controller 
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the difference between mixing 
"technically" and "musically." 
Too many times with the poorly 
tuned system it is a struggle all 
night long trying to make things 
work sonically and seems many 
times to be a battle that can't be 
won. The more frequencies we 
filter out of the system, the deeper 
we get in problems with the clarity 
and cohesiveness of the system. 
Correct tuning will let us mix in 
the "musical" format and therefore 
we then can think about how the 
kick drum and bass guitar are 
working together, how a piano pad 
and guitar rhythm patterns gel 
and so on. When we lift a guitar 
for its solo, we are then thinking, 
"What instruments can I bring up 
to accent that guitar solo?" That's 
what I call mixing musically and 
this requires a well-designed/well-
tuned system. 

Buford Jones 

reality, w h i l e in the case of the external ly p o w e r e d sys tem, 
the c o m p o n e n t s are separated . T h e techniques required to 
ver i fy the p r o p e r conf igurat ion of these t w o different sys-
tem types wi l l be cove r e d in C h a p t e r 9 . 

K e y specif icat ions for act ive speakers : 

• B a l a n c e d line level input 
• A b l e to reach full p o w e r wi th in n o m i n a l operat ion 

l imits 

• 110 dB d y n a m i c range . 

L i n e L e v e l I n t e r c o n n e c t i o n 

This subject is of ten the source of confus ion due in large 
part to pract ices that w e r e d e v e l o p e d in the distant p a s t 
w h e n our a u d i o w o r l d w a s fi l led wi th t rans former inputs 
a n d outputs connec ted to v a c u u m tubes . In that case the 
l ine level in terconnect ion w a s an electrical p o w e r t rans-
fer (as is still the case w i t h an ampli f ier a n d speaker ) . T h e 
line level p o w e r transfer s trategy rel ied u p o n m a t c h e d 
i m p e d a n c e b e t w e e n input a n d o u t p u t a n d w a s b a s e d 
u p o n the o ld te lephone t ransmiss ion s tandard o f 600 ohms . 
This a p p r o a c h w a s crit ical for the very real p o w e r transfer 
n e e d s b e t w e e n the pr imi t ive carbon b u t t o n t ransducers 
on ei ther e n d of the te lephone l ine. T h e l ine level devices 
o f m o d e r n profess ional s o u n d sys tems are act ive a n d do 
not o p e r a t e u n d e r these restr ict ions a n d n e e d transfer 
only negl ig ib le a m o u n t s of power . T h e s ignal t ransfer i s 
ef fect ively r e d u c e d to vol tage only ; h e n c e the te rm v o l t a g e 
source descr ibes the t ransmiss ion s y s t e m b e t w e e n line 
level devices . A vo l tage source is capable of s ignal transfer 
that is v ir tual ly w i t h o u t loss as long as the dr iv ing i m p e d -
ance i s v e r y l o w c o m p a r e d to the receiver. H e n c e , the 
m o d e r n s y s t e m seeks an i m p e d a n c e m i s m a t c h in direct 
contrast to the pract ices of the past . 

T h e c o m b i n e d 10 kohms input i m p e d a n c e a n d 150ohms out-
p u t i m p e d a n c e are d iv ided by the lOkohms input i m p e d a n c e 
(10,150 o h m s / 1 0 , 0 0 0 ohms) to create a ratio of 203 :200 , a loss of 
0.13 d B . E a c h addi t ional input fed by this output w o u l d 
reduce the input i m p e d a n c e seen by the output device . 
E a c h paral le l addi t ion increases the loss by an addi -
t ional 0.13 dB increment . Therefore we n e e d not be con-
cerned about spli t t ing l ine level output s ignals to mul t ip le 
sources unt i l the n u m b e r of inputs b e c o m e s qui te large. 
T h e remain ing factor i s the cable i m p e d a n c e . Cab le i m p e d -
ance is a p r o d u c t of the c o m b i n e d effects of cable DC resis-
tance , a n d AC reactance , w h i c h c o m e s in the f o r m o f cable 
capac i tance a n d inductance . T h e react ive propert ies are 
f r e q u e n c y - d e p e n d e n t . C a b l e capac i tance acts as a l o w - p a s s 
filter whi le i n d u c t a n c e acts as a h i g h - p a s s filter. T h e DC 
resistance acts as a ful l -range at tenuator . T h e b a n d - p a s s 
c o m b i n a t i o n of the cable reactance can be a cause of concern 
i f we are r u n n i n g long l ines. E v e r y t h i n g y o u ever w a n t e d 
to k n o w on this subject (and m o r e ) can be f o u n d in Audio 
System: Design and Installation by Phi l G i d d i n g s . A c c o r d i n g 
to that text, as long as our runs are less than 305 m (1000 ft) 
there i s no reason for concern . An addi t ional cons iderat ion 
regarding the l ine level in terconnect ion loss: i t is the easi -
est loss to c o m p e n s a t e . I f this w e r e n o t the case we w o u l d 
n e v e r h a v e b e e n able to c o m m u n i c a t e via te lephones . 
To o v e r c o m e this loss requires a vol tage gain b o o s t w h i c h 
is readi ly avai lable to us in the f o r m of act ive level controls . 
T h e pr inc ipal s ide-effect w o u l d be a rise in the noise floor. 
Th is is n o t to say that such a loss is r e c o m m e n d e d — only that 
the interconnect ion loss in l ine level sys tems is far less crit-
ical than in s pe a ke r l ines, w h e r e a 6 dB drop w o u l d m e a n a 
loss of 75 pe r cent of yo ur power . T h e dif ference is that l ine 
level sys tems are t ransferr ing negl ig ible power . T h e y are 
t ransferr ing vo l tage , w h i c h is a s impler mat ter to restore. 

T h e input s tage is b a l a n c e d in order to reject no ise 
that i s in jected onto the cable dr iving the input . T h e te rm 

this f o r m u l a to the typical s y s t e m s h o w n previous ly in Fig. 
1.18 (neglect ing the cable i m p e d a n c e for the m o m e n t ) . 

T h e a m o u n t o f loss over the l ine d e p e n d s u p o n the c o m -
b i n e d i m p e d a n c e of the o u t p u t relative to the c o m b i n e d 
i m p e d a n c e o f the cable a n d the input . We wil l n o w apply 

Perspectives: Mixing 
on a well-designed / 
well-tuned system is 
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T r a n s m i s s i o n 

b a l a n c e d l i n e refers to the w i r i n g conf igurat ion that uses 
t w o s ignal conductors a n d o n e c o m m o n ( w h i c h m a y o r 
m a y n o t b e c o n n e c t e d t o chassis o r g r o u n d ) . T h e t w o c o n-
ductors a l w a y s conta in ident ica l copies of the input s ignal 
b u t are reversed in polar i ty f r o m each other. T h e t w o sig-
nals are fed into a "d i f fe rent ia l " input s tage w h i c h ampli f ies 
only s ignals that are u n m a t c h e d — w h i c h is exact ly the case 
w i t h our input s ignal . A n y noise that h a s entered the cable 
(e lectromagnet ic interference a n d rad io - f requency inter-
ference b e i n g the m o s t typical) wil l be f o u n d equal ly in 
b o t h conductors a n d wil l b e cancel led b y the differential 
input . This result i s t e r m e d " c o m m o n - m o d e re j ec t ion" for 
its abi l i ty to suppress i n d u c e d signals . 

T h e input sect ion m a y h a v e a level control , w h i c h wi l l 
de termine the dr ive level into the process ing m o d u l e . 
O n c e the process ing i s c o m p l e t e d we p r o c e e d to the ba l -
anced p u s h - p u l l o u t p u t stage. T h e n a m e c o m e s f r o m its 
funct ion to prepare a b a l a n c e d differential output signal : 
t w o ident ical s ignals , o n e of w h i c h i s reverse polarity. As 
in the input s tage, a level control m a y a c c o m p a n y this 
s tage. Addi t iona l ly input a n d / o r output meters m a y b e 
p r o v i d e d to m o n i t o r levels . O n e m i g h t a s s u m e that i f the 
input a n d output level controls are set to their n o m i n a l set-
t ing that the s ignal is uni ty gain t h r o u g h o u t the internal 
gain s tructure of the unit . This is n o t necessar i ly the case at 
all a n d wil l n e e d to be d e t e r m i n e d d u r i n g the veri f icat ion 
process out l ined in C h a p t e r 9 . T h e overal l vo l tage gain can 
be anyth ing , a n d the internal gains can also be u n e x p e c t e d . 
T h e m o s t press ing case i s that o f p s e u d o - u n i t y g a i n , w h i c h 
is still a fair ly c o m m o n pract ice in ma n u f a c t u r e r s of digital 
audio processors . In this case the vol tage ga in of the over -
all device i s uni ty b u t the uni ty i s created by as m u c h as 
20 dB of ga in at the input a n d a t racking a m o u n t of loss at 
the output . T h e result of this is that the device dr iv ing the 
input can over load the uni t by 20 dB unless i t i s forced to 
operate we l l b e l o w its s tandard levels . W h y w o u l d m a n u -
facturers do this? T h e reason is to force users to dr ive the 
analog-to-digi ta l ( A / D ) converters hard so that the noise 
f loor l imitat ions of the device are not detec ted . In m o s t 
cases this can be r e m e d i e d i f detected in a d v a n c e . So lu-
t ions inc lude front p a n e l a n d sof tware sett ings a n d , w o r s t 
case , the m o v e m e n t of internal j u m p e r s ins ide the chassis . 

Active Balanced 

There is a var ie ty of in terconnect ion w i r i n g s c h e m e s u s e d 
in the industry. We wil l t o u c h on this o n l y br ief ly to dis-
cuss the m o s t c o m m o n s c h e m e s f o u n d for our usua l sig-
na l path . T h e m o s t c o m m o n w i r i n g s c h e m e is, o f course , 
n o t necessar i ly the best . This s c h e m e ties the b a l a n c e d 
inputs and outputs direct ly together a long wi th the c o m -
m o n (shield) as h a p p e n s wi th a direct connec t ion t h r o u g h 
a 3-pin X L R cable . T h e d r a w b a c k of this s c h e m e is the 
g r o u n d loop p a t h that i s created by the shie ld connect ion . 
An al ternate s c h e m e i s able to p r o v i d e sh ie lded b a l a n c e d 
operat ion w i t h o u t in t roducing a g r o u n d loop. T h e shie ld 
is c o n n e c t e d on the source s ide only. This r e m o v e s the 
g r o u n d loop . T h e s e s c h e m e s are s h o w n in Fig. 1.26. 

Transformer Balanced 

A b a l a n c e d t r a n s f o r m e r can be subst i tuted for the act ive 
input wi th a d v a n t a g e s in isolat ion b e t w e e n the sys tems . 
T h e degradat ion effects of t rans formers are w e l l d o c u -
m e n t e d b u t there are s o m e appl icat ions w h e r e the isola-
t ion a d v a n t a g e s o u t w e i g h the d e g r a d i n g effects. This 
conf igurat ion is s h o w n in Fig. 1.27. 

Unbalanced 

There are occas ions w h e n the e q u i p m e n t p r o v i d e d does 
n o t h a v e b a l a n c e d inputs or outputs . In such instances we 
wi l l w a n t to preserve the p e r f o r m a n c e of b a l a n c e d l ines as 
m u c h a s poss ib le . Wir ing s c h e m e s h a v e b e e n d e v e l o p e d 
that m o s t c losely a p p r o x i m a t e b a l a n c e d l ine p e r f o r m a n c e . 
T h e s e are s h o w n in Fig. 1.28. W h e n an u n b a l a n c e d output 
dr ives a b a l a n c e d input the differential inputs are fed by 
the s ignal a n d c o m m o n respectively. Th is a l lows for the 
c o m m o n m o d e re ject ion to suppress a n y interference that 
is in jected into the l ine. T h e success of this s c h e m e wil l 
d e p e n d u p o n the isolat ion b e t w e e n the g r o u n d s o f the t w o 
devices . 

Impor tant note : u n b a l a n c e d interconnect ions are o n e of 
the m o s t c o m m o n sources of polar i ty reversals . Verify that 
the connec t ion i s m a d e across the non- inver t ing source 
a n d receivers terminals . 
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Figure 1.26 Top: typical active balanced line interconnection (possible 
ground loop). Bottom: improved active balanced line interconnection (no 
ground loop because the shield is not connected to the input ground) 
(after Giddings, 1990, pp. 219-220) 

Figure 1.27 Top: balanced transformer output interconnection to 
active balanced input. Bottom: active balanced line interconnection to 
balanced transformer input (after Giddings, 1990, pp. 221-223) 

3 t
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Figure 1.28 Top: active balanced output interconnection to active 
unbalanced input. Note that the commons must be linked by a 
technical ground. Bottom: active unbalanced output interconnection to 
active balanced input (after Giddings, 1990, pp. 226-229) 

In cases w h e r e an act ive b a l a n c e d output dr ives an unba l -
a n c e d input the sys tem wil l n o t h a v e i m p r o v e d perfor-
m a n c e over an u n b a l a n c e d - t o - u n b a l a n c e d conf igurat ion. 
T h e reverse polar i ty s ide of the p u s h - p u l l o u t p u t wil l not 
be u s e d a n d the shie ld connec t ion wil l be m a d e a t only o n e 
end. T h e g r o u n d connec t ion wil l n e e d t o b e m a d e t h r o u g h 
a c o m m o n technical g r o u n d rather than t h r o u g h the shie ld 
w h e r e a loop w o u l d be in t roduced . 

Speaker Level Devices — Power Amplifiers 
Speaker level t ransmiss ion m o v e s us into the r e a lm of real 
power . T h e speaker level vo l tages r u n h i g h e r than l ine by 
a factor of 10:1 or m o r e , reaching 100 vol ts R M S . But that 
ratio pa les in c o m p a r i s o n to the dif ference in current levels 
w h i c h can easi ly reach 2 5 0 : 1 . This translates to real power . 
T h e m i n u s c u l e p o w e r diss ipat ion of a l ine level o u t p u t 
gives w a y to the 1000 wat ts t ransmit ted f r o m a speaker 
level output . We are no longer able to operate w i t h the 
o n e - d i m e n s i o n a l vo l tage f r a m e o f m i n d . S p e a k e r level 

t ransmiss ion requires us to w o r k w i t h the m o r e c o m p l e x 
propert ies of electrical power . 

In our profess ional a u d i o t ransmiss ion appl icat ion, 
the ampli f ier i s the source of current a n d vo l tage , a n d 
the speaker a n d cabl ing are the res is tance . T h e m o t i o n of 
the speaker coil t racks the vol tage of the a u d i o w a v e f o r m . 
T h e ampli f ier suppl ies current as dic tated by the output 
vol tage a n d the vo ice coil i m p e d a n c e a n d sets the speaker 
in mot ion . S p e a k e r s are not unl ike a typical teenager : they 
are resistant to c h a n g e a n d require a great deal of m o t i v a -
t ion to be m o v e d f r o m their na tura l state of rest. Current 
provides the mot iva t ion , w h i l e vo l tage guides the direc-
t ion. A posi t ive vo l tage wi l l cause the speaker to m o v e in 
o n e direct ion w h i l e a negat ive s ignal reverses the m o t i o n . 
T h e extent of the speaker m o v e m e n t (its excurs ion) i s 
propor t iona l to the vo l tage c o m p o n e n t of the w a v e f o r m . 
T h e suppl ied current m u s t b e h i g h e n o u g h t o m o v e the 
l o w i m p e d a n c e s pe a k e r coil in the m a g n e t i c s tructure , 
thereby p r o v i d i n g the required m e c h a n i c a l force to k e e p 
the speaker on track wi th the w a v e f o r m . 
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Power and Impedance 

C o m p o n e n t p o w e r ampli f iers h a v e several k e y p a r a m -
eters f r o m the des ign v iewpoint : the m a x i m u m p o w e r 
(wattage) a n d the m i n i m u m i m p e d a n c e . T h e m a x i m u m 
w a t t a g e m a t c h e s the ampl i f ier -operat ing r a n g e to the rec-
o m m e n d e d range o f the speaker . Ampl i f i e rs h a v e fairly 
s tandardized rat ings in these terms , w h i l e the speaker 
specif icat ions are m u c h less c lear cut. T h e m a t c h i n g of 
ampli f ier to speaker i s bes t a c c o m p l i s h e d by fo l lowing 
the guide l ines g iven by the speaker manufac turer . 

T h e m i n i m u m i m p e d a n c e governs h o w m a n y speak-
ers can be loaded onto the o u t p u t terminals before fire 
a c c o m p a n i e s the signal . M o s t ampli f iers c la im to be able 
to operate d o w n to 2 ohms. This a l lows up to four 8 ohms speak-
ers to be connec ted in paral lel . T h e tempta t ion is h i g h to 
load an ampli f ier d o w n to 2 ohms b e c a u s e we are able to dr ive 

the m a x i m u m n u m b e r of speakers for the pr ice of a s ingle 
amplif ier . This is rarely d o n e , for t w o reasons . First , the 
s o u n d qual i ty i s ser iously d e g r a d e d d u e to the r e d u c e d 
d a m p i n g factor control o f the l o a d that occurs w h e n 
ampli f iers m u s t del iver such m a s s i v e a m o u n t s o f current . 
Secondly , the ampli f iers tend to l ive v e r y short l ives. 

T h e m i n i m u m s tandard operat ing i m p e d a n c e for c o m -
p o n e n t ampli f iers i s 4ohms. This wil l take t w o 8ohms dr ivers 
or four 16 ohms h i g h - f r e q u e n c y drivers . S ince an ampli f ier 
costs the s a m e w h e t h e r y o u u s e it at 8 ohms or 4 ohms the sec-
o n d speaker is essent ia l ly dr iven for free. In the case of 
HF drivers y o u get four ampli f ier dr ives for the pr ice of 
o n e . This i s ser ious money , b u t i t leads to ser ious c o m p r o -
m i s e by l imit ing s y s t e m subdivis ion. This is the "econohmic" 
factor of c o m p o n e n t ampli f iers . O u r des igns wil l n e e d to 
be d e f e n d e d against " v a l u e e n g i n e e r i n g " that forces us to 
operate mul t ip le dr ivers at m a t c h e d levels . 

Figure 1.29 The speaker level analog electronic transmission path from the 
amplifier to the loudspeaker 
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T r a n s m i s s i o n 

Figure 1.31 Flow block of amplifier polarity for 
standard and bridged mode configurations 

Figure 1.30 The considerations of impedance, 
performance and cost related to speaker loading of 
the power amplifier 



38

Polarity 

Ampli f iers take b a l a n c e d l ine level s ignals in a n d p u t 
u n b a l a n c e d speaker level s ignals out. Therefore , the " h o t " 
terminal a t the output m u s t be m a t c h e d to o n e of the t w o 
act ive s ignals a t the input . T h o s e of us w i t h g r a y hair (or 
n o n e a t all) wi l l r e m e m b e r the decades of A u d i o Engineer -
ing Soc ie ty indec is ion on a s tandard for the quest ion of p in 
2 or p i n 3 " h o t . " At the 1985 A E S c o n v e n t i o n in Los A n g e -
les a frustrated ampli f ier m a n u f a c t u r e r dis tr ibuted " A E S 
s p i n n e r s " w i t h var ious " p i n 2 h o t " a n d " p i n 3 h o t " sec-
tors a r rayed in the circle. A n d the w i n n e r is . . . p in 2 . A n y 
ampli f ier m a d e later than the late 1980s wil l be p in 2 hot . 

Voltage Gain 

Vol tage gain is a m e a s u r e of output vo l tage re lated to 
input vol tage . There i s m u c h confus ion regarding this 
speci f icat ion b e c a u s e p o w e r ampli f ier input drive is 
speci f ied in volts , whi le the output is in wat t s . T h e input 
a n d o u t p u t vol tages rise together in a f ixed l inear gain 
re lat ionship until c l ipping is reached. T h a t f ixed gain ratio 
is t e r m e d the ampl i f i e r v o l t a g e ga in . C l ipp ing is the po in t 
w h e r e the output vo l tage can no longer cont inue to t rack 
the input d u e to l imits in the vol tage rails that feed the 
o u t p u t transistors . I f the ampli f ier is of profess ional qual -
ity the cl ip vol tage wi l l be the s a m e for ei ther 8 ohms or 4 ohms 
speaker loads . There fore the m a x i m u m w a t t a g e i s der ived 
f r o m the a m o u n t o f vol tage de l ivered to the load, w i t h 
the l o w e r i m p e d a n c e load rece iv ing m o r e w a t t a g e for the 
s a m e vol tage . 

M a n u f a c t u r e r s o f p o w e r ampli f iers m u d d y the w a t e r s 
on vo l tage gain by us ing three dif fer ing m e t h o d s of speci-
fy ing this parameter . Voltage gain speci f icat ion m e t h o d s 
inc lude log vol tage gain (dB) , l inear vo l tage gain (X) a n d 
sensi t ivi ty ( input vol tage to reach o u t p u t c l ipping) . 

L inear a n d log vers ions are easi ly re lated using the 
2 0 x log f o r m u l a (see Fig. 1.10). Sensi t ivi ty i s m o r e compl i -
ca ted , s ince i t m u s t be eva luated on a case-by-case bas is . 
Sensi t ivi ty speci f icat ions state the input vol tage that wil l 
take the o u t p u t to c l ipping. To der ive a vo l tage gain f r o m 
this , we wi l l n e e d to k n o w the output cl ip vol tage . I f the 

amplif ier c l ips at 10 volts a n d the sensit ivi ty is 1 vol t then 
the a m p has 2 0 d B (10 X ) vol tage gain. 

H e r e i s w h e r e i t gets confus ing . S o m e m a n u f a c t u r e r s 
use a s tandard sensi t ivi ty for all ampl i f iers , regardless of 
m a x i m u m p o w e r rat ing. A 100 w a t t a n d a 400 wat t m o d e l 
wil l b o t h reach full p o w e r w h e n dr iven a t the input level 
of, for e x a m p l e , 0 .775 volts . This i s d o n e by g iv ing the 
ampli f iers 6 dB di f ference in vo l tage gain . O t h e r m a n u f a c -
turers offer s t a n d a r d vol tage gains . In those cases the 4 0 0 
w a t t a m p wil l require 6 dB m o r e drive level to reach full 
p o w e r . Still o thers can ' t m a k e up their m i n d a n d c h a n g e 
f r o m m o d e l t o m o d e l . 

W h i c h is bet ter? A s tandard dr ive level that br ings all 
a m p s to c l ipping, or a s tandard vol tage ga in that has all 
a m p s tracking at the s a m e vol tage level? 

T h e m o s t i m p o r t a n t factor i s that the gain be k n o w n . I f 
the ampli f iers are sensi t iv i ty-based we can d e d u c e their 
vo l tage gain. I f they are vo l tage-ga in-based the j o b is d o n e 
for us . Ei ther w a y they can be m a d e to w o r k suff iciently 
by ad jus tment of the ampli f ier level controls . 

T h e a n s w e r to w h i c h is better lies in t w o places : the fre-
q u e n c y div iders a n d the l imiters . 

W h e n w e h a v e f r e q u e n c y div iders a h e a d o f the ampli f ier 
the s ignals wi l l n e e d to be r e c o m b i n e d acoust ical ly . I f 
ampli f iers h a v e m a t c h e d vo l tage gain, the j o b of sett ing the 
acoust ical c rossover i s m a d e m u c h easier . F o r e x a m p l e , i f 
we are us ing a dedica ted speaker control ler , the device is 
d e s i g n e d wi th the a s s u m p t i o n of m a t c h e d ampli f ier gains . 
I f the gains are not m a t c h e d then the acoust ical c rossover 
sett ings wi l l n o t be t ransferred at the in tended relat ive 
levels , caus ing a shift of c rossover f r e q u e n c y (see Figs 
2 .29 a n d 2 .37) . Th is is also true i f we are us ing factory-
r e c o m m e n d e d sett ings p r o g r a m m e d into a D S P . 

W h y w o u l d the vol tage gains b e u n m a t c h e d ? This w o u l d 
occur in a sensit ivity - b a s e d a m p w i t h h i g h a n d lo we r dr iv-
ers be ing dr iven by ampli f iers wi th different m a x i m u m 
power . As in the e x a m p l e a b o v e , a 4 0 0 w a t t l o w - d r i v e r 
a m p pa i red wi th a 100 w a t t HF dr iver a m p w o u l d h a v e 
6 dB of di f ference in gain at the crossover i f the a m p s 
w e r e sensi t iv i ty-based. A 12 dB per oc tave crossover po int 
c o u l d shift by hal f an octave u p w a r d ! 
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Figure 1.32 Amplifier voltage gain reference chart 

Figure 1,33 Amplifier sensitivity reference chart 
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T h e s e c o n d factor is re lated to the use of l imiters . L i m -
iter act ion is b a s e d u p o n vol tage level . Es t imates of the 
p o w e r (wat tage) a t the s pe a ke r are b a s e d u p o n the volt -
age that is seen by the l imiter circuit. I f the vol tage ga in of 
the ampli f ier i s u n k n o w n the l imiter i s unca l ibra ted . An 
unca l ibra ted l imiter wil l e i ther decrease the d y n a m i c range 
unnecessar i ly or not p r o v i d e the n e e d e d protect ion. 

Level Controls 

An addi t ional case of non-s tandardiza t ion in the ampli f ier 
m a r k e t is the var ious level control m a r k i n g s . As i f i t is 
not e n o u g h to h a v e us c o n f u s e d a b o u t vo l tage gains let 's 
a d d level controls w i t h m e a n i n g l e s s m a r k i n g s . I t i s n o t 
u n u s u a l to h e a r that the ampli f iers h a v e b e e n set to " three 
cl icks d o w n . " H u h ? M a r k i n g s c h e m e s inc lude : d B relative 
to m a x i m u m vol tage gain (l inear or log) , b l a n k wi th t ick 
m a r k s , the n u m b e r s 0 to 10 a n d there is at least o n e m a n u -
facturer that displays dB vo l tage gain. I f a s y s t e m is m a d e 
up ent ire ly of one m o d e l of p o w e r ampli f ier i t i s poss ible 
to use the m a r k i n g s for s o m e relative cal ibrat ion. I f i t is 
in " c l i c k s " the cal ibrat ion only ho lds i f all are at the s a m e 
cl ick or i f the cl icks actual ly c h a n g e the level in u n i f o r m dB 
increments . But s ince the different speakers h a v e different 
p o w e r n e e d s there is v e r y little chance that a s ingle a m p 
wil l suffice. O n c e w e in troduce different m o d e l s w e h a v e 
o p e n e d a P a n d o r a ' s b o x of unre la ted scales . T h e n we get 
to the s y s t e m u p g r a d e that has e ight dif ferent ampli f ier 
m o d e l s f r o m three different manufac turers . He lp ! 

I t is also w o r t h not ing that the ampli f ier level control 
does n o t reduce the m a x i m u m p o w e r capabi l i ty o f the 
a m p as o n e m i g h t be l ieve f r o m l is tening to too m u c h audio 
folklore or w a t c h i n g the f i lm This is Spinal Tap. Turning the 
level control d o w n mere ly resets the drive level required 
to reach full power . Reset t ing the start pos i t ion of the 
accelerator does not a d d h o r s e p o w e r to our engine . I t on ly 
changes the pos i t ion of our foot relat ive to our speed . So 
i t i s wi th ampli f ier level controls . As long as the a m p level 
control is not turned d o w n so l o w that the drive e lectronics 
wil l not be able to clip the a m p we are f ine. T h e r e is u s u -
ally over 20 dB of excess h e a d r o o m in c o m m e r c i a l p o w e r 
ampli f iers . 

T h e react ion of m o s t engineers h a s b e e n to fear the lack of 
cal ibrat ion in ampli f iers a n d i m p o s e an edict o f "a l l a m p s 
set to fully o p e n . " This is a regrettable yet u n d e r s t a n d a b l e 
c o n s e q u e n c e of the lack of s tandards . I t does , h o w e v e r , 
reduce our opt imizat ion opt ions regarding relat ive level 
b e t w e e n sys tem c o m p o n e n t s . A n d i t increases audible 
speaker s y s t e m noise . 

Speaker Level Interconnection — Speaker Cables 
Relat ively speaking , the connec t ion b e t w e e n the ampli f ier 
a n d speaker is another case of a l o w - i m p e d a n c e o u t p u t 
dr iv ing a h i g h - i m p e d a n c e load. W h i l e 8 ohms w o u l d not s e e m 
to qual i fy as a h i g h - i m p e d a n c e load, i t is w h e n c o m p a r e d to 
the ex t remely l o w 0.1 ohms output i m p e d a n c e of the amplif ier. 
Th is famil iar i m p e d a n c e scal ing a l lows the ampli f ier to 
dr ive the s pe a ke r reliably. T h e l o w overal l i m p e d a n c e 
a l lows lots of current to flow, a n d therefore lots of power . 

Speaker cable runs are a different s tory than l ine level 
cables . T h e y are p r o n e to substant ia l a m o u n t s of resis-
t ive loss b e c a u s e the i m p e d a n c e of the cable can b e c o m e 
signif icant in propor t ion to the speaker load. T h e loss rate 
d e p e n d s pr imar i ly u p o n three factors : cable length, con-
ductor d iameter a n d load i m p e d a n c e . T h e loss increases 
w i t h the cable length. Decreas ing load i m p e d a n c e a n d 
cable d iameter a lso increases the loss. 

T h e re lat ionship b e t w e e n ampli f iers a n d speakers i s 
dr iven by i m p e d a n c e e c o n o m i c s . Ampl i f ie rs are capable o f 
dr iv ing loads as l o w as 2 f t , w h i c h c o u l d be as m a n y as four 
8 ohms speakers w i r e d in the s tandard paral le l fashion. This 
can be dr iven by a s ingle cable split to each speaker at the 
far e n d . O n the other h a n d w e can r u n each speaker f r o m 
a dedica ted ampli f ier (an 8 ft load) a n d cable . E v e r y s ingle 
p e r f o r m a n c e factor goes in favor of the latter approach . 
T h e 2 f t load scenar io h a s h igher distort ion, inferior con-
trol of the speaker load , lo we r reliability, h igher cable loss 
a n d less p o w e r de l ivered to the load. On the other h a n d 
it is m u c h cheaper : a case of econohmics in act ion. T h e m o s t 
c o m m o n load is the c o m p r o m i s e va lue of a 4 ft load. A 
pair of 8 f t speakers or four 16 f t HF dr ivers are the m o s t 
c o m m o n scenarios . This seemingly b e n i g n s i tuat ion can 
be a ser ious l imitat ion to s y s t e m flexibility. There are m a n y 
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Figure 1.34 (Continued) 

cases w h e r e b e i n g l imited to o n e set of process ing sett ings 
for four HF drivers is a ser ious p e r f o r m a n c e degradat ion . 

S p e a k e r cable losses are cha l lenging to m e a s u r e directly, 
d u e to the h i g h vol tage levels a n d the fact that the speaker 
m u s t be a t tached to the ampli f ier to proper ly m o n i t o r the 
load effects. In m o s t cases the losses wil l be detec ted in 
the acoust ic response in the r o o m a n d c o m p e n s a t e d in that 
sphere . 

Digital Audio Transmission 
Digital Audio Devices 
Up to this po int we h a v e cons idered digital a u d i o o n l y 
in the context of a process ing m o d u l e ins ide an ana log 
device . In s u c h cases the uni t funct ions as a l ine level ana-
log device in terms of its ga in structure a n d interconnect ion 
proper t ies . W h e n the input s ignal enters our t ransmiss ion 
sys tem in digital f o r m the interconnect ion propert ies dis-
cussed prev ious ly no longer apply. Forget about l ine level , 
i m p e d a n c e a n d b a l a n c e d l ines. In our d iscuss ion of l ine 

level we s a w that current considerat ions w e r e o f m i n i m a l 
i m p o r t a n c e . N o w e v e n vol tage i s out. I t h a s b e e n con-
ver ted into n u m b e r s . W e l c o m e to the in format ion age . 

Digi ta l a u d i o t ransmiss ion operates u n d e r a n e w set of 
rules . In fact, the t e r m t ransmiss ion as we h a v e b e e n us ing 
i t is not ful ly appl icable to digital audio . A n a l o g t ransmis -
s ion requires a m e d i u m , a n d digital a u d i o is m e d i u m -
independent . W h e t h e r the digital s ignal m o v e s through 
optical fiber, wi re or wire less Internet wi l l not affect the 
f requency response , as w i t h all o ther m e d i u m s . Digital 
audio t ransmiss ion is a data transfer. If the data is t rans-
ferred fai thful ly we wi l l h a v e a m a t c h e d c o p y at b o t h ends 
of the t ransference . This is never the case in analog t rans-
miss ion through a m e d i u m , w h i c h a lways has a loss . 

This is not to say that there are no concerns regarding 
data t ransmiss ion . There are a great n u m b e r of oppor tuni -
ties for data d a m a g e . I f i t b e c o m e s corrupted i t is unl ike ly 
to m a n i f e s t itself as s o m e t h i n g that we c a n recognize as 
an " a u d i o " p r o b l e m . T h e m o r e l ikely o u t c o m e s o f digital 
t ransmiss ion errors are no au d io , a u d i o f r o m the p lanet 
Zircon or, w o r s e yet , m a x i m u m level noise . 
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T h e w o r l d of digital audio is evo lv ing rapidly. We are 
wi tness ing a s teady eros ion of the por t ion of the audio 
t ransmiss ion p a t h left in the a n a l o g d o ma i n . I t b e g a n w i t h 
delay l ines. Yes, there actual ly w e r e such things as analog 
delay l ines. N e x t c a m e digital equal izers , f r e q u e n c y div id-
ers a n d o n w a r d . I s there a n y d o u b t that in the future we 
wil l h a v e an analog-to-digi ta l convers ion at the b e g i n n i n g 
of the t ransmiss ion p a t h a n d r e m a i n digital unt i l the last 
poss ib le l ink in the chain to our ana log ears? T h e s e devel -
o p m e n t s , h o w e v e r s ignif icant , d o n o t c h a n g e our bas ic 
miss ion: m o n i t o r the t ransmiss ion a n d enact correct ions 
as required. S ince m o s t of the d a m a g e is d o n e in the a c o u s -
tical w o r l d , the digital age offers us super ior f lexibil ity of 
correct ive tools , b u t not a n e w w o r l d order. 

Bandwidth 

T h e digital a u d i o b a n d w i d t h i s n o t d e t e r m i n e d by capaci -
tance and inductance , b u t rather by the digital s a m p l e 
frequency. T h e m o s t c o m m o n digital t ransmiss ion s a m p l e 
f requencies are 4 4 . 1 k H z , 4 8 k H z a n d 9 6 k H z w i t h 1 9 2 k H z 
b e c o m i n g m o r e c o m m o n . T h e f requency range u p p e r l imit 
i s no m o r e than hal f o f this s a m p l e rate. We m i g h t w o n -
der w h y w e w o u l d n e e d anyth ing m o r e than b a n d w i d t h 
above 2 0 k H z . The reason is that the sharp filters u s e d to 
l imit the u p p e r range in digital sys tems cause p h a s e shift 
b e l o w their corner frequency. As the corner f requency 
r ises , the a m o u n t of i n - b a n d p h a s e shift decreases . 

Dynamic Range 

T h e d y n a m i c range i s d e t e r m i n e d by the bit resolut ion. T h e 
ana log s ignal i s e n c o d e d vol tage va lues , w h i c h are s tored 
as bits . E a c h represents a vo l tage threshold that is hal f of 
the prev ious . T h e top of the d y n a m i c r a n g e i s the h ighes t 
n u m b e r a n d is t e r m e d f u l l - s c a l e dig i ta l . I t i s i m p o r t a n t to 
note the re lat ionship of full scale digital to ana log vol tage 
i s not f ixed a n d c a n r a n g e f r o m + 2 0 d B V d o w n t o O d B V 
T h e n u m b e r of b i ts , i.e. the resolut ion, d e t e r m i n e s h o w far 
d o w n w e g o be fore the e n c o d i n g process n o longer differ-
ent iates the s ignal . E a c h addi t ional b i t g ives us an addi -
t ional 6 dB of s ignal to w o r k w i t h at the b o t t o m of the range . 

T h e A E S / E B U s t a n d a r d i s 20 bits w h i c h yie lds a m a x i m u m 
d y n a m i c range of a r o u n d 120 d B . A E S 3 - 2 0 0 3 a l lows 24 bits 
at 9 6 k H z s a m p l i n g rate . I t also a l lows 16 bits at 3 2 k H z . 

F r o m the v i e w p o i n t of the opt im ized des ign there is little 
reason for us to go into extens ive detai l on digital audio . 
There are no equal iza t ion or level set t ing decis ions that 
o n e w o u l d a p p r o a c h differently, n o r delay sett ings (pro-
v i d e d w e h a v e c o m p e n s a t e d for the la tency issues) . F r o m 
an operat ional s tandpoint , the analog a n d digital w o r l d s 
are similar. We m u s t k e e p the s ignal w i t h i n the l inear 
opera t ing range a n d out of the no ise . T h e fact that all of 
the digital set t ings can be s tored a n d recal led (and erased) 
is an operat ional c o n v e n i e n c e , not an opt imizat ion factor. 

Device Latency 

O n e of the m o s t not iceable dif ferences b e t w e e n a digital 
ana log device is in the l a t e n c y per iod . La tency is the de lay 
of the s ignal t h r o u g h an electronic device . A n a l o g la tency is 
m e a s u r e d in n a n o s e c o n d s (10 - 9 s econds) , w h i c h is so smal l 
that i t is cons idered negl ig ible c o m p a r e d to digital a u d i o 
w h i c h is several mi l l i seconds at best . There are a var ie ty 
o f causes o f la tency inc luding analog-to-digi ta l ( A / D ) con-
vers ion a n d m e m o r y buf fer ing in digital s ignal process ing 
devices . O u r focus here is on the effects , not the cause . We 
n e e d awareness o f w h e r e la tency m a y occur s o that w e 
m a y c o m p e n s a t e for i t dur ing the opt imizat ion process . 

Digital Audio Interconnection 
Digital audio is an e n c o d e d representat ion of the w a v e -
form. T h e ana log w a v e f o r m is a cont inuous l inear funct ion: 
there are no b r e a k s in the cycl ical m o v e m e n t f r o m a m b i -
ent state to the h i g h - a n d l o w - a m p l i t u d e extremes . Digi ta l 
audio is a finite series of incrementa l s teps that are a s s e m -
b l e d to create a render ing of the cont inuous w a v e f o r m . 

T h e r e are three pr inc ipal f o r m s of profess ional digital 
audio interconnect ion: 

1 . A E S / E B U (a s tandard also k n o w n as A E S 3 ) : this 
encodes t w o channe ls of audio into a s ingle data s t ream 
(or connec t ion) . I t suppor ts up to 24 b i t sampl ing wi th 
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Perspectives: As the 
need for multisource, 
multiple isolated zone 

line arrays and surround sound 
increases, the need for true system 
design and system tuning will also 
augment. Often misused, most of 
the time mistrusted and always 
undervalued, the system, tuner, 
system engineer, PA tech., call it 
what you will, is bound to become 
one of the most important parts of 
the audio team. Without a system 
tuned with precision, there cannot 
be a perfect mix in a live show, 

Francois Bergeron 

preferred s a m p l i n g f requencies o f 44 .1 k H z , 4 8 k H z a n d 
96 k H z . T h e s tandard connect ion is m a d e w i t h a sh ie lded 
pair cable a n d X L R connectors . T h e s ignal i s b a l a n c e d 
a n d requires a cable w i t h a 110 ohms character is t ic i m p e d -
ance . Opt ica l t ransmiss ion i s a c c o m p l i s h e d by the F05 
connector . S / P D I F i s a n u n b a l a n c e d c o n s u m e r variant . 

2 . N e t w o r k : there are var ious n e t w o r k protoco ls , the m o s t 
c o m m o n be ing E therne t / Cobranet . N e t w o r k e d inter-
connec t ions fo l low the s tandard wir ing pract ices of the 
c o m p u t e r industry. " T h a n k y o u for cal l ing the technical 
suppor t ho t l ine. Your call i s impor tant to us . . . " 

3 . Propr ie tary : manufacturer -spec i f i c in terconnect ion that 
does n o t c o n f o r m to a n y s tandard (or theirs a lone) a n d 
only connec t s to their o w n equipment . See m a n u f a c t u r -
e r ' s speci f icat ions for detai ls . 

E a c h of the t ransmiss ion interconnect ion p a t h s has l imi ted 
cable length. T h e pr inc ipal factor l imit ing the length is the 
type of cable u s e d . U n l i k e cables u s e d for a n a l o g s ignals , 
cables u s e d for digital s ignals are bui l t to h a v e control led 
i m p e d a n c e s , a n d it is essent ial that a cable h a s the p r o p e r 
character is t ic i m p e d a n c e that m a t c h e s the s y s t e m b e i n g 
used . By dr iv ing these cables proper ly at the t ransmit ter 
e n d , a n d terminat ing t h e m correct ly a t the receiver, they 
wi l l m o v e the digital data s t reams a r o u n d safely. All of 
this dr iv ing a n d rece iving i s bui l t into the e q u i p m e n t we 
are us ing , so all we h a v e to do is s u p p l y the correct cable 
type . T h e rout ine pract ice of spl i t t ing s ignals in the ana log 
w o r l d is n o t advisable for digital in terconnect ions . Very 
short cable runs m a y cont inue to w o r k in such cases , b u t 
this is a r isky pract ice . 

T h e data s t ream is a series of b i n a r y states : " l ' s " a n d 
" 0 ' s " that are represented by vol tage levels . T h e r e i s no 
to lerance for hal f states. T h e receiving e n d of the digital 
t ransmiss ion l ine m u s t differentiate the l ' s f r o m the 0 's , 
a task that is m a d e m o r e cha l lenging as dis tort ion of the 
s ignal increases . U s i n g the w r o n g type of cable results 
in dis tort ion that l imits the dis tance the s ignal can travel 
before b e c o m i n g unrel iable . As the dis tort ion increases , 
the d e c o d e r can no longer rel iably discern the data states 
a n d errors are genera ted that can result in dropouts a n d 
audible distort ion. 

Network Latency 

Transmiss ion of ana log electronic s ignals travels in a 
cont inuous s t ream at two-thirds the speed of l ight. D ig i -
tal audio is t ransmit ted in packets of data . T h e speed of 
the transfer i s n e t w o r k - d e p e n d e n t . T h e interconnect ion 
b e t w e e n devices a n d over digital a u d i o n e t w o r k s i s an 
area full of opportuni t ies for dif ferences in la tency delay. 
Th is is an area that wil l require careful m o n i t o r i n g d u r i n g 
the veri f icat ion of the s y s t e m (see C h a p t e r 9) . 

Access to Information 

T h e analog a u d i o w o r l d conta ins mul t ip le in terconnec-
t ions. This is a m i x e d bless ing. On the negat ive s ide are the 
m y r i a d opportuni t ies for in terconnect ion errors , g r o u n d 
loops a n d c o m p o n e n t fai lures. On the other s ide i s the fact 
that we can m o n i t o r the s ignal a t var ious points a long the 
way, re-route i t i f necessary a n d , m o s t i m p o r t a n t in o u r 
case , we can m e a s u r e it. Digital a u d i o sys tems in general , 
a n d n e t w o r k e d s y s t e m s in part icular , t end to leave us 
unable to m o n i t o r the s ignal en route . T h e reason is s im-
ple : to br ing a s ignal out of the s y s t e m requires a digi ta l -
to-analog converter , a connec tor a n d so on. Th is dr ives the 
cost u p . S ince our interest here is to des ign sys tems that 
can be fully o p t i m i z e d i t is vital that the s ignal -process ing 
p a r a m e t e r s , i.e. equal izat ion , de lay a n d level sett ing, be 
vis ible to our analyzer . A n y s y s t e m that leaves us fenced 
out of the s ignal p a t h is less able to be fully o p t i m i z e d , a n d 
is therefore less desirable . T h e user interface render ings of 
E Q , level a n d de lay s h o u l d never be t rusted on b l ind faith. 
T h e y m u s t be m e a s u r e d . T h e criteria for access to m e a -
s u r e m e n t are deta i led in C h a p t e r s 8 a n d 9. 

Acoustic Transmission 
Power, Pressure and Surface Area 
Acoust ic p o w e r operates u n d e r the s a m e condi t ions as 
the electrical p o w e r d iscussed previously , wi th a n a l o g o u s 
aspects . P o w e r in this case i s acoust ic p o w e r a n d is m e a -
sured in watts . S o u n d pressure i s a n a l o g o u s to vo l tage , 
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Figure 1,35 Acoustic transmission from the speaker to the listener 

a n d i s m e a s u r e d in dB S P L (sound pressure level) . Sur face 
area i s l ike current . T h e acoust ic wat t c o u l d be the product 
of h i g h pressure in a smal l area or l o w pressure in a large 
area. To i l lustrate this, let 's cons ider a favori te source of 
acoust ic p o w e r , f i reworks . 

An explos ive charge pressur izes the air in direct contact 
wi th b u r n i n g p o w d e r a n d p r o p a g a t e s spher ica l ly o u t w a r d 
f r o m the p o i n t o f origin. T h e a m o u n t o f acoust ic e n e r g y 
(power) created by the explos ion remains constant as the 
s o u n d w a v e m o v e s o u t w a r d f rom the source . T h e o u t w a r d 
m o v e m e n t stretches the surface area of the w a v e . S ince the 
quant i ty of energy is f ixed, i t is not poss ib le to mainta in the 
s a m e pressure level w h i l e e x p a n d i n g the surface area. As 
the surface area increases , the pressure decreases propor-
tionally, l eaving us wi th the or iginal quant i ty of acoust ic 
energy. D o e s this m e a n that i t does n o t mat ter h o w close 
we are to the explos ion? Of course not . I f we get too close 
we wi l l d a m a g e our ears , or w o r s e . But the d a m a g e i s n o t 
d u e to the acoust ic p o w e r . It is a c o n s e q u e n c e of excess ive 
s o u n d pressure. 

O u r ears are s o u n d pressure sensors . T h e r e i s no w a y for 
us to sense acoust ic power . We w o u l d h a v e to be spread 
over the entire surface area to exper ience it. We cannot 
detect the presence of s o u n d a n y w h e r e else b u t our ears . 
We only hear ref lected s o u n d s b e c a u s e their paths lead 
t h e m to our ears . 

T h e quant i ty of acoust ic p o w e r a device genera tes is of 
interest to the l o u d s p e a k e r des igners b u t f e w others s p e n d 
t ime cons ider ing it. A loudspeaker , l ike the f i reworks 
charge , h a s a f ixed a m o u n t of acoust ic p o w e r at its source . 
F r o m the perspec t ive o f audio engineers , the m e a s u r e 

that mat ters for s o u n d s y s t e m p e r f o r m a n c e is sound 
pressure. H o w m u c h s o u n d pressure level can w e del iver 
to our ears? H o w e v e r , i f we are to concern ourse lves 
w i t h creat ing the desired s o u n d pressure at locat ions 
other than the exc lus ive conf ines o f the m i x pos i t ion , we 
n e e d to be v e r y consc ious of the surface area aspect of 
s o u n d propagat ion . A s m e n t i o n e d earlier, s o u n d p r o p a -
gates spherical ly f r o m the acoust ic source . I f the audi -
ence m e m b e r s are all located equidis tant f r o m the source , 
they wil l exper ience the s a m e s o u n d pressure . I f not , i t 
wi l l be necessary to create an a s y m m e t r i c a l acoust ical 
p o w e r source that can m a i n t a i n cons tant s o u n d pres -
sure level into the locat ions that are m o r e distant . Th is i s 
d o n e by s teer ing the s o u n d so that the surface area 
is decreased , thus a l lowing for h i g h e r pressure at a g iven 
dis tance . O u r choice i s s imple . E i ther we construct our 
l is tening e n v i r o n m e n t s s u c h that all m e m b e r s of the 
audience are equidis tant or we learn h o w to steer the 
s o u n d . 

We are f inished wi th the c on c e p t of acoust ic power . 
F r o m here f o r w a r d w e wil l focus o n s o u n d pressure level 
spread over the surface area. I t i s c o m m o n , h o w e v e r , for 
a u d i o engineers t o u s e the t e r m " p o w e r " a n d S P L inter-
changeably. To the extent that this m a y occur in this text, 
p lease b e a r in m i n d that we are referr ing to pressure . 

A s s o u n d p r o p a g a t e s a w a y f r o m the source , the S P L 
decreases at a rate 6 dB for each dis tance doubl ing . This 
rate ho lds for a source in a free f ield (reflection-free) acous-
tic envi ronment . This loss rate is k n o w n as the inverse 
square law. In the p r e s e n c e of ref lect ions the S P L wil l drop 
off at a lower rate. T h e effects of ref lect ions on dB S P L loss 
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are not consis tent over f requency or over locat ion in the 
l is tening area. T h e s e compl ica t ions m a k e i t impract ica l to 
go about c o m p u t i n g S P L loss rates for every f requency at 
each posi t ion. For our p u r p o s e s then, i t i s a s s u m e d that 
the loss wi l l occur at the free field rate. 

Environmental Effects: Humidity and 
Temperature 
There are addi t ional factors a b o v e a n d b e y o n d the inverse 
square l a w that affect t ransmiss ion loss. Air is a non- l inear 
t ransmiss ion m e d i u m , i.e. the h igh f requencies are a t tenu-
ated at a greater rate than lows . T h e h ighest f requencies 
are the m o s t s trongly af fected wi th the losses gradual ly 
decreas ing as f requency falls. T h e losses a c c u m u l a t e over 
dis tance ; therefore concerns in this regard b e c o m e quite 
s ignif icant in long throw appl icat ions . In the near f ield, a 
s p e a k e r ' s v e r y h i g h f requency (VHF) range ex tens ion i s 
a t its m a x i m u m . A s w e m o v e further a w a y the V H F area 

wil l b e c o m e low-pass- f i l tered. As m o r e dis tance is t rav-
e led, the corner f requency of the filter act ion m o v e s 
d o w n w a r d . 

M o s t audio engineers are famil iar w i t h the e n v i r o n m e n -
tal effects on their s o u n d systems. T h e s u n goes d o w n a n d 
the s y s t e m s e e m s to u n d e r g o radical c h a n g e s in the h igh-
f requency range . Batt le stat ions! 

T h e r e are three factors w h o s e c o m b i n e d effects create 
the va lues of t ransmiss ion loss through air as a m e d i u m . 
T h e y are dis tance , h u m i d i t y a n d tempera ture . These m i x 
together in s o m e u n e x p e c t e d c o m b i n a t i o n s , m u c h like 
w e a t h e r in genera l . F o r the m o s t par t the rate of HF loss 
is greatest as the h u m i d i t y falls. This ho lds true as long 
as the tempera ture is m o d e r a t e a n d h u m i d i t y levels are 
b e t w e e n 30 a n d 70 per cent . This w o u l d be suff icient for 
indoor venues . At cold temperatures the dry air h a s the 
bes t t ransmiss ion capabi l i ty whi le the reverse is true in hot 
weather . T h e loss va lues over temperature a n d h u m i d i t y 
can be f o u n d in Fig. 1.38. 

Figure 1,38 Spherical sound propagation: (left) 
omnidirectional source; (right) directional source 
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very unusual and expensive option, 
my friends and I were in charge of the 
sound of a large outdoor festival on the 
banks of Lac Lemon in Switzerland. 
This setup was very directional in the 
vertical plane and fine tuning of the 
overall tilt angle made by the stacks 
with wooden cleats was necessary. 
We never measured this PA with 
relevant machines (that did merely 
exist in 1984) but a simple prediction 
using a good computer program today 
will show that there is no coherent 
energy outside of the disc that has the 
thickness of the stack; i.e. 2.6 meters. 
We had to cover about 100 m long 
so intuitively it was not convenient 
to place the PA too high above the 
audience so we had a chance to reach 
the back seats. The cabinets on top 
started at 2.5m from the floor above. 
During the day we had to deal with all 
the bands that wanted to do their sound 
check and we experienced quite a good 
sound, very promising for the evening 
show. The weather was cool, not too hot 
under the sun and fresh in the shadow 
But when the night came it was almost 
cold and the vicinity of the lake made 
the air change of temperature very 
quick from 30°C to 15°C. 

The audience had been attending the 
festival since late afternoon and things 
came to a peak for the last two bands of 
the night: thirty thousand enthusiastic 
fans ready to absorb the music as an 
enormous sponge. After a long change 
over on stage the show began at night 
and astoundingly, we had lost some 
12 dB SPL at the desk and some places 
even more over the audience. We 
checked every possible thing but we 

Figure 1.37 Sound propagation loss over distance 

W e a t h e r condi t ions can h a v e discernible effects u p o n 
the direct ional t ransmiss ion of s o u n d as wel l . Temperature 
gradients can separate the a t m o s p h e r e into layers , thereby 
provid ing a refract ive c o m p o n e n t to the s o u n d t ransmiss ion 
as i t e n c o u n t e r s the c h a n g e in t empera ture . This response 
i s we l l k n o w n in the f ield of u n d e r w a t e r acoust ics , w h e r e 
the h u n t i n g of s u b m a r i n e s i s m a d e m o r e diff icult by the 
refractive effects of layers of w a t e r at different t e m p e r a -
tures. In a i rborne s o u n d this is of ten e x p e r i e n c e d as the 
arrival of a distant s o u n d at a m u c h h igher than expec ted 
level , s u c h as a train whis t l e on a foggy night . In the w o r l d 
of o u t d o o r concer t s o u n d this c a n cause u n e x p e c t e d vert i -
cal redirect ion of the speaker s y s t e m t ransmiss ion . 

I t is v e r y diff icult to ascerta in the i n d e p e n d e n t act ion 
of these factors in the field. For tunate ly there is a lso little 
n e e d to prec ise ly do so. B e c a u s e the filter ac t ion occurs 
a l m o s t entirely in the V H F region, its effects are a m o n g the 
easiest to ident i fy w i t h an analyzer or by ear. T h e solut ion 
is the s a m e regardless of its prec ise cause . 

Acoustic Transmitters: Loudspeakers 
We h a v e reached the e n d o f the e lectronic t ransmiss ion 
chain : the loudspeaker . The role of the speaker i s del ivery 
of the original t ransmiss ion to the l is teners . In the ideal 
w o r l d we m i g h t be able to do the j o b w i t h a s ingle ful l -
r a n g e speaker c a p a b l e of creat ing the surface area s h a p e 
that spreads e v e n S P L over the l is tening area. T h e r e are 
a l imited n u m b e r of shapes that a s ingle speaker can cre -
ate. Therefore , the l ike l ihood of a per fec t fit is poor . M o s t 
appl icat ions h a v e c o m p l e x shapes that wi l l require m u l -
t iple speakers to e v e n l y s p r e a d the S P L to c o n f o r m to the 
part icular shape . But be fore we can b e g i n to a t tempt this 
we wil l n e e d to invest igate the t ransmiss ion character -
istics of a s ingle l o u d s p e a k e r a n d create a f r a m e w o r k to 
eva luate its behavior . 

T h e first i t e m to establ ish i s that we wi l l n o t discuss l o u d -
speakers at all. We wil l on ly discuss l o u d s p e a k e r systems. 
This b o o k is not targeted to the research scientists of profes -
s ional l o u d s p e a k e r m a n u f a c t u r e r s . N o r is i t i n t e n d e d to a id 
garage scientists w h o w i s h to f ind the u l t imate m i x o f c o m -
p o n e n t s a n d turn lead into gold. T h e age o f audio a l c h e m y 
is long gone . We u s e engineered sys tems , i.e. speakers in 
t u n e d enclosures w i t h d o c u m e n t e d character is t ics , repeat -
able construct ion a n d profess ional qual i ty s tandards . 

Let ' s b e g i n w i t h a generic speci f icat ion list of the 
expec ted character ist ics of loudspeakers . 

Profess ional l o u d s p e a k e r s sys tem generic specif icat ions: 

1 . Ampl i f ier (s ) shal l be capable of dr iv ing the s y s t e m to 
full S P L w i t h o u t input s tage over load . 

2 . S y s t e m s shal l h a v e k n o w n operat ional l imits . 
Ampl i f iers a n d l imiters shall be cal ibrated such that 

Perspectives: A long time 
ago, during the ancestral 
times when rigging was a 
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Figure 1.38 Transmission loss due to air absorption over 
temperature and humidity at: (left) 10°C, (centre) 20°C, 
(right) 30°C. Conversions are approximately 5 0 , 6 8 and 
86°F at a distance of 318 feet (courtesy of Meyer Sound 
Laboratories Inc.) 

just could not understand what was 
happening ! 

An hour later we were still 
experiencing the same trouble and we 
received a phone call from a farmer 
living 10km away in the mountain 
complaining that we were too noisy 
and he could not sleep! The sound 
never reached the audience, but went 
up in the air so well that it disturbed 
somebody very far away. How could 
this be? We never changed anything in 
the settings and position of the PA from 
the afternoon to the evening. 

The extreme vertical directional 
characteristics of our PA turned out 
to be a weakness. Thermal change 
between the audience layer (hot = 
faster propagation) and close above 
(cold = slower propagation) had done 
a planar acoustical diopter that bent 

the speakers m a y be opera ted wi th in the l imits wi th-
out fear o f d a m a g e . S y s t e m shall be sel f -protect ing. 

3 . S y s t e m shall be capable o f reaching m a x i m u m S P L 
w i t h graceful over load characterist ics . 

4 . S y s t e m shall be l o w noise , wi th d y n a m i c range > 
lOO d B . 

5 . F r e q u e n c y range of 70 Hz to 18 k H z to be covered as a 
t w o - w a y s y s t e m ( m i n i m u m ) , f o u r - w a y s y s t e m (maxi -
m u m ) in a s ingle enclosure . L o w - f r e q u e n c y r a n g e m a y 
opt ional ly ex tend b e l o w 70 H z . 

6 . F r e q u e n c y range of 30 Hz to approx imate ly 125 Hz to 
be covered as a s ingle s u b w o o f e r s y s t e m in a separate 
enc losure . 

7 . F r e q u e n c y range of approx imate ly 60 Hz to 160 Hz to 
be covered as a s ingle m i d - b a s s s y s t e m in a separate 
enc losure . 

8 . T H D < 1 per cent over the f requency ra nge a t S P L 
levels w i t h i n 12 dB o f m a x i m u m S P L . 

9 . Free field f requency response ± 3 d B over the f requency 
r a n g e of the device . 

10. Coverage pattern shall either maintain b e a m w i d t h as 
frequency rises or narrow as frequency rises. B e a m -
width shall not narrow in the low-frequency range or 
mid-range and then w i d e n in the high-frequency range. 

11. Acoust ica l c rossover b e t w e e n dr ivers in a s ingle 
enclosure shal l be p h a s e - a l i g n e d w i t h f ixed level 
re lat ionship. 

12. Acoust i ca l c rossover b e t w e e n drivers in separate 
enc losures shal l h a v e var iable p h a s e a n d level adjust-
m e n t s to c o m p e n s a t e for var iable re lat ive quanti t ies 
and p lacement . 

T h e s e specif icat ions p r o v i d e a c o m m o n bas is for our 
cons iderat ion of l o u d s p e a k e r s y s t e m s . After these h a v e 
b e c o m e famil iar we wil l m o v e t ow a r d differentiat ion o f the 
types of l o u d s p e a k e r s a n d their respect ive appl icat ions . 

Transmission Transition: Electronic to Acoustic 

Before we can expect to hear s o u n d c o m i n g f rom our 
l o u d s p e a k e r s y s t e m w e m u s t del iver the s ignal f r o m the 
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the propagation upwards so that the 
aim axis for the audience was under 
the refraction angle: All the energy was 
reflected on this diopter, just like the 
image you can get from underwater 
through the water surface. 

In order to compensate for this 
phenomenon we should have flown 
the PA and aimed it downward so 
the incidence angle is larger than the 
refraction angle. This is what we did 
the next years and later on. Since that 
day I always warn users that are doing 
outdoor shows to he sure they can fly 
the PA; then they will not have to fight 
against nature since they already have 
a lot to do with musicians. 

Marc de Fouquieres 

This loudspeaker escaped from its garage. This is not considered 
an engineered system (photo courtesy of Dave Lawler) 

e lectronic s ignal chain. O u r goal is to ensure that we can get 
the m a x i m u m level out of the acoust ical s y s t e m whi le still 
opera t ing the electronics w i t h i n their l imits . Th is requires 
a convers ion b e t w e e n the sys tems . We wil l e x c h a n g e 
electrical vol ts for acoust ic pressure : d B V for dB S P L . T h e 
m i x console i s a t the h e a d of the electronic chain . T h e m i x 
e n g i n e e r ' s m o s t o b v i o u s c o n c e r n i s this : h o w m u c h S P L 
can we get out o f this console? T h a t d e p e n d s on h o w far 
y o u drop it. 

H o w d o w e b r i d g e the gap b e t w e e n the d B V a n d d B S P L 
w o r l d s so that we c a n opera te the conso le in its l inear range 
a n d ensure that m a x i m u m pressure i s obta ined f r o m the 
s y s t e m ? T h e compl ica t ing factor here is the presence of 
t ransducers in the t ransmiss ion cha in b e t w e e n the elec-
tronic a n d acoust ica l w o r l d s . Transducers conver t energy 
f r o m o n e d o m a i n to another . M i c r o p h o n e s a n d speakers 
are our mos t w e l l - k n o w n transducers . T h e y conver t acous-
tical energy t o / f r o m m e c h a n i c a l , m a g n e t i c a n d electrical 
energy, in opposi te orders . T h e d o m a i n of m e c h a n i c a l a n d 
m a g n e t i c energy convers ion wi l l be left to the des igners a n d 
m a n u f a c t u r e r s o f m i c r o p h o n e s a n d loud s peakers . We wil l 
abr idge the mat ter to an e l e c t r o n i c / a c o u s t i c t ransduct ion , 
a lso k n o w n a s e lectro-acoust ic t ransmiss ion. H o w m u c h 
acoust ica l pressure corresponds to a part icular vol tage? 
H o w m u c h vol tage correlates to a part icular S P L va lue? 

S e n s i t i v i t y 
O n e m e t h o d of express ing this is t e r m e d the sensitivity. 
This p a r a m e t e r br idges the gap b y inc luding b o t h expres -
s ions. For m i c r o p h o n e s the s tandard sensi t ivi ty is g iven 
in m V / p a s c a l . W h a t is a pascal? N i n e t y four dB S P L , of 
course . I f a s tandard S P L level is f o u n d at the m i c r o p h o n e 
d i a p h r a g m (94 dB S P L ) then the vol tage a t the terminals 
d e t e r m i n e s it sensitivity. This is a c c o m p l i s h e d by a micro-
p h o n e ca l ibrat ion device , k n o w n as a p i s t o n p h o n e , w h i c h 
genera tes a tone a n d couples to the m i c r o p h o n e capsule . 
For e x a m p l e , the D a n i s h Pro A u d i o 4 0 0 7 m i c r o p h o n e has 
a sensi t ivi ty of 2.5 m V / P a . Th is specif icat ion is b a s e d only 
u p o n the o p e n circuit vo l tage a t the m i c r o p h o n e terminals . 
B e c a u s e m i c r o p h o n e s generate b o t h current a n d vo l tage , 
a s e c o n d sensit ivity rat ing can also be g iven that factors 
in the m i c ' s o u t p u t i m p e d a n c e . This i s the " p o w e r l e v e l " 
a n d is specif ied for a relat ionship to a s tandard of O dB = 
1 m W / p a s c a l . Typical m i c r o p h o n e p o w e r levels run in the 
—60 d B V to —40 d B V range . Two mics wi th the s a m e o p e n 
circuit vol tage a n d different o u t p u t i m p e d a n c e s wil l h a v e 
u n m a t c h e d p o w e r level specif icat ions. This compl ica tes 
our prospects o f m a t c h i n g m i c r o p h o n e s . For tunate ly this 
is n o t a concern for us . S ince our p r i m a r y appl icat ion for 
m i c r o p h o n e s i s acoust ic m e a s u r e m e n t we wil l not be load-
ing d o w n the m i c r o p h o n e s b y spli t t ing t h e m t o m o n i t o r 
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mix consoles and/or recording trucks. Therefore we will
be fortunate to be able to use the far simpler open circuit
voltage as our sensitivity specification.

1 watt / 1 meter
A full-range loudspeaker sensitivity can be deduced by the
inversion of the microphone sensitivity concept. A fixed
amount of power is sent to the speaker and the acoustic
output is measured. The common representation of this is
one watt input drive at one meter distance (1 W / l m). The
SPL generated can then be extrapolated from there pro-
vided we know how much power the amplifier is sending.
A speaker with a sensitivity of 100 dB (l W / l m) would
create 110 dB when driven at 10W and 120dB with 100W.
This does not mean that it will necessarily generate 130 dB
when driven at 1000 W. It may generate smoke instead.

A secondary nuisance factor to the sensitivity figure is
that it is rated for the standard one meter distance. Other
distances must be extrapolated using the inverse square
law to determine the SPL at a given location. How much
level can this speaker generate at the mix position? Take

the sensitivity value and extrapolate that to the maxi-
mum rated wattage value, then apply the inverse square
law distance loss to the mix position. This provides some
insight as to why this figure has limited appeal.

There's more. The l W / l m rating fails to factor in the
amplifier voltage gain, since it is based on the output
power only. This means that speakers driven with differ-
ent amplifier settings still have matched l W / l m values.
Things get more complicated for actively biamplified (or
triamplified, etc.) speaker systems since 1 W will not nec-
essarily appear at the output of both amplifiers simulta-
neously. Some manufacturers provide separate sensitivity
specifications for each driver.

Speaker sensitivity is a holdover from a bygone era.
Modern professional audio systems select the power
amplifier based on the maximum capabilities of the driv-
ers. The levels are set by how the systems combine acousti-
cally at the acoustic crossover, not by comparing sensitivity
values on paper.

Chances are high that we will be listening to an array of
speakers out there at the mix position. Modern arrays are

Figure 1.40 Speaker sensitivity reference
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complex mixtures of active multiway speakers with differ-
ent drive levels, different amplifiers and different amounts
of acoustic addition over frequency. Again we ask the ques-
tion: "How many dB SPL can I get out of the console?"

Fortunately there is a better way.

dB SPL/volt
If the amplifier and speaker are viewed as an integrated
system, the sensitivity can be viewed in a context relevant
to our modern systems with line level console and signal-
processing drive levels. The first question is: "Can the
amplifier/speaker system be driven to full power by the
drive electronics with a reasonable amount of headroom?"
The second question is: "How loud will the system get
at a given location in the room when driven at a nominal
level?" The answer can be found with a modernized sensi-
tivity value which denotes the dB SPL value generated by
the speaker when driven at line level: dB SPL/volt.

How does this work? The electronic transmission com-
ponents have standard operating level centering around 1 
volt (0 dBV) and ranging to a maximum of 18 to 24 dB above
that. How many dB SPL will the amplifier / speaker system
generate when driven at 1 volt? Drive the system at 0 dBV
and measure the acoustic level with an SPL meter. Any-
where. With any size or complexity of array. The acoustic
gain of the speaker coupling, the equalization, the delay
settings, and the amplifier drive levels, even the room, are
all included in the data. Add more speakers and it will get
louder. The dB SPL / volt value will reflect this increase in
system capability. Add 20 dB to the dB SPL / volt figure and
you have the absolute maximum SPL the system can cre-
ate before the drive electronics clip. This is a measurement
we can apply directly to our system.

Before we move on let's take a brief moment to consider
the case of self-powered speakers. The l W / l m sensitivity
rating is rendered truly academic in a system that has a 
line level input. The dB SPL / volt figure is able to illustrate
what the speaker can do with a nominal drive level.

How much SPL can we get out of this system at the mix
position?

The l W / l m method:

1. Determine the maximum output voltage of the console.
2. Determine gain structure and maximum output volt-

age of all electronic processing.
3. Determine amplifier sensitivity with current gain

settings.
4. Determine the speaker sensitivity.
5. Determine the distance to the console and calculate

inverse square loss.
6. Determine axial orientation loss at the mix position.
7. Do steps 2-6 for every driver in every cabinet that

contributes sound at the mix position.
8. Factor in the summation of every driver based on their

relative level and phase at the mix position.
9. Take a wild guess how much the room reflection sum-

mations are adding.
10. Look at your computer, rub your chin thoughtfully

and announce the answer as an "approximation."

The dB SPL / volt method:

1. Determine the maximum output voltage of the console.
2. Align the system.
3. Place a mic with known sensitivity at the mix position.

A given SPL produces a known voltage.
4. Compare the console output voltage to that at the mic.

The dB SPL / volt number is now known for the com-
plete system in the room.

5. Prorate the number to the maximum console output
voltage. This is the maximum SPL of the system.

Maximum Power Capability 

We have seen how we can drive the speakers to their max-
imum levels. But what are their maximum levels? Power
is the scalar factor for speakers. High SPL comes from big
(expensive) speakers. Because the scalar factor translates
so directly to cost, the power capability decision will be
one of the most critical in our design.

The specifications for modern professional speakers go
beyond the 1 watt / 1 meter sensitivity rating. The maximum
levels, for both short duration and long term, are specified.
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The transient nature of our signal makes both of these
important. The specifications are fairly straightforward.

Distance and Orientation 

These specifications are normally given as an axis at a dis-
tance of 1 meter from the speaker. The exceptions to this
are loudspeakers that are so large that the 1 m distance is
too close to characterize the response. The maximum SPL
that we can expect to achieve is extrapolated from the
maximum SPL data by employing the inverse square law.

dB SPL Peak
This is the absolute maximum pressure that the speaker
can create. This figure is derived by driving the speaker
with an instantaneous burst of pink noise or music. This
number does not mean that the speaker can reach this
point without distortion, or that it can be sustained for
an extended duration. The speaker can reach this level.
Period. This specification is relevant to the reproduction of
material with high peak content such as drums.

dB SPL Continuous
This is the sustainable pressure level over an extended
period of time. The time is at least long enough for the
system limiters to have engaged. This number should be
6-12 dB lower than the peak. If it is not then one of three
things is likely occurring: the peak limiters are too aggres-
sive, the amplifier is too small and is clipping off the
peaks, or the RMS limiters are too loose and the speaker
will likely live a short life.

Weighting functions are used to tailor the response to
mimic the equal loudness contours in the human hearing
mechanism. Our hearing is non-linear, giving us differ-
ent frequency responses over level. At the low levels our
hearing favors the range centered around the vocal spec-
trum, which helps us to hear when people are whisper-
ing about us. At high levels our hearing flattens out and

then reduces the high- and low-frequency extremes. "A"
weighting is a filtering added to SPL measurements that
mimics the quiet response. " C " weighting mimics the
very loud response. "A" weighting has its place in noise
floor measurements — not in maximum SPL. "C" weight-
ing has some applicability to high-level measurements. If
no weighting is specified the specification is assumed to
be unweighted (linear).

dB SPL will be a key selection criteria for our design
process. Different types of program material will require
different dB SPL levels to satisfy our expectations. The
maximum dB SPL capability of a single speaker unit will be
used to classify speakers. Different levels of speakers can
be mixed together as long they are traveling proportionally
different distances. There are no "heavy metal" speakers.
A low-power speaker at a short distance can keep up with
a high-power speaker at a long distance.

The relationship between dB SPL, distance and program
material is shown in Fig. 1.41. For a given speaker its capabil-
ity to satisfy the power needs falls over distance. Power capa-
bility is the most intuitive of all of the speaker parameters.
Everyone has their own experiential feeling as to the power
needs of a particular genre, and of how well a particular
speaker fares in that regard. The figures here should be
considered as a reference, but not as definitive. What one
of us calls extreme level, others wonder when the show is
going to start. We will return to this later when we look at
how speakers can sum together to increase SPL.

Half-Space Loading
Many speaker specifications give their SPL numbers with
the speaker measured on the ground. This couples the
low-frequency range and raises the SPL number. When
comparing models we need to make sure all speakers
were measured under similar conditions.

Frequency Range 

The frequency range of our transmission was defined ear-
lier as 31 Hz to 18 kHz. Professional loudspeaker systems
are incapable of spanning this entire range with a single
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transducer. This is a simple case of "you can't get there
from here." If the tweeter is made big enough to repro-
duce the lows it is too heavy to reproduce the highs. If
the woofer is made light enough to reproduce the highs it
will fall apart while trying to push out the lows. We bring
in specialists to do the work of the different sections of
the frequency range. The division generally goes at least
three ways: into subwoofer, lows and highs. Together we
have a full-range system. Note the obvious: the subwoofer
is part of the system. It is not a piece of circus equipment
that is brought in to provide sonic pyrotechnics. While this
may be the case in some applications, this is not the role
of a subwoofer in an optimized design. If the subwoofer
is intended to provide special effects it will stand alone as
a separate system, and will not be part of the minimum
variance transmission strategy. If our intent with the sub-
woofer is to extend the low-frequency range and SPL
capability of the system, then it must be integrated into
the system. Our discussion will treat subwoofers and mid-
bass systems as range extension and SPL boosters within
the main system.

Full-Range Speakers
The term "full range" connotes a speaker that covers the
entire range of the human voice. Most full-range speakers
have a low-frequency cutoff range around 60-70 Hz. Larger
units with 15" drivers will reach lower frequencies, while
those with 10" LF drivers or less will roll off closer to 100 Hz.
The high-frequency range of such devices usually extends
up to 18 kHz. Smaller format speakers with very-low-mass
HF drivers will have range extension above the high-power
systems, which have heavier diaphragms to accommodate
their power requirements. The low-frequency range of
these systems will not be required to do the work alone
in the bottom end. They may overlap the subwoofers or
possibly be crossed over above their LF cutoff and be
relieved of low-frequency transmission.

Mid-Bass
Mid-bass systems can be used to provide additional SPL
capability in the lower mid-range (60-160 Hz). This fre-
quency range has extraordinarily high SPL requirements

Figure 1.41 Typical maximum SPL (peak) over distance by program material
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in the popular music genre. Dedicated mid-bass cabinets
may also have improved low-frequency directional con-
trol over the full-range systems in the shared range. If the
systems are allowed to overlap their frequency ranges, the
coverage pattern will be altered by the acoustic summa-
tion. Summation will be discussed in detail in Chapter 2.
For now we will note that allowing some degree of overlap
is a viable option in this case. Mid-bass systems can also be
allowed to have substantial overlap with the subwoofers.

Subwoofers
Subwoofers generally run from 30 Hz to 125 Hz. Subwoof-
ers may overlap with the full-range systems or operate in
the low-frequency range alone. If mid-bass systems are
used the subwoofers may optionally overlap them.

Speaker Directivity 

In the case of the fireworks explosion discussed previously,
the radiation from the source was omnidirectional, i.e.

equal pressure was sent in all directions. The upper half of
the acoustic power of the explosion was wasted since no
audience members were located in the air above the sound
source. If the fireworks company were able to invent an
explosive device that only radiated below it, they would
need only half the acoustic power and the audience would
be none the wiser. Black powder is cheap compared to the
technology it would take to control the sound, so don't
look for much research and development on this front.

This is not the case in sound systems. The potential
benefits of controlling speaker directionality make it worth-
while to expend the time and money. The most compelling
reason for controlling speaker directionality is the degrad-
ing effects of echoes. The sound of fireworks echoing off
surfaces further enhances our experience. For our speak-
ers a little bit of echo goes a long way. Excessive reflections
will degrade the intelligibility and modify the tonal con-
tent of the music. Prevention begins with controlling the
directionality so that minimal energy is sent into spaces
where we don't have audience members.

Figure 1.42 Overlapping frequency ranges  "full
range" + sub, full + mid-bass
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There are two principal mechanisms that create direc-
tional control in a loudspeaker system: the interaction of the
speaker with a boundary and the interaction of a speaker
with another speaker. Boundary interaction includes horns,
walls, wave guides, manifolds and an assortment of names
invented by marketing departments. The shape of the
radiating element, such as a cone driver, will also affect
the free-field directionality of a single loudspeaker. This is
beyond our scope here and the circular cone driver is as-
sumed. Speaker interaction with other speakers can occur
both inside of a single enclosure and in separate units.

These two mechanisms share much more than one might
expect. The reflected energy from a boundary is essentially
a secondary sound source. It will combine with the direct
sound in much the same way as will the direct sound of
two speakers. This is consistent with the principals of
acoustical summation which will be described in detail
in Chapter 2. Directional control is the result of positive
phase addition in one direction and cancellation in the
other. Cancellation gets a bum rap in our audio society but
without it we have very few options for pattern control.

The facility with which directionality is controlled is
frequency-dependent or, more precisely, wavelength-
dependent. In the case of boundary steering, the length of
the boundary must be sufficient compared to the radiated
wavelength, to achieve control. As wavelength increases,
the boundary must increase proportionally to maintain
the same directionality. One quarter wavelength is com-
monly considered the minimum boundary size to achieve
a strong effect. This is easily achieved at high frequencies,
but would require a horn that is two meters deep to con-
trol 30 Hz. For lower frequencies the steering is achieved
more practically by using the summation properties of
multiple speakers.

Defining the Coverage Pattern
The directional aspects of loudspeakers are the result of
filter effects that operate spatially in the vertical and hori-
zontal planes. The radial shape that this creates around
the speaker is the coverage pattern. The coverage pattern

is a shape, not a number. A subset of the coverage pat-
tern is the area where the filter effects are less than 6 dB
of attenuation. This is the coverage angle. The coverage
angle is expressed as a number in degrees.

Using the on-axis level of the speaker as a reference, the
coverage angle edges are found by moving off-axis in an
arc until the response has dropped 6 dB. This is done sepa-
rately for both the vertical and horizontal planes and for
different frequency ranges.

Representations of both coverage pattern and angle
have the common feature of normalization to the on axis
response. For the given frequency range the specified values
are relative to the on axis level, no matter what that level is
in absolute terms. For example, if the high-frequency horn
generates 100 dB SPL on-axis at 1 kHz one meter away, the
off-axis points are found when the level falls to 94 dB SPL
at that same distance. If the frequency is changed to 30 Hz,
the polar pattern can still be determined even though the
on-axis response might be 60 dB down from the 1 kHz
on-axis response. Coverage renderings give relative level
over angle information only. They give us no indication
of the power capability of the speaker nor of its on-axis
frequency response.

Just as we had a variety of methods for expressing
voltage in the previous section, so it is for coverage pat-
tern. Coverage patterns are relevant because off-axis
sound does not simply cease after the —6 dB point has
been exceeded.

Common representations of speaker coverage include:

1. Coverage angle: the angle between the equidistant
—6 dB points at a given frequency, or range of frequen-
cies. Known as the "radial" or "protractor" method.
Specified separately for vertical and horizontal planes.

2. Polar pattern: a radial plot of relative level over angle.
The data is plotted on a series of concentric rings which
represent relative level loss. The outermost ring is O dB
loss and the inner rings represent a given number of
dB down. The most common formats are 6 dB and 10 dB
per ring. A continuous radial function is created with
the values of loss over angle. A pair of typical polar
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plots is shown in Fig. 1.44. Specified for vertical and
horizontal planes over frequency.

3. Equal level contours (isobaric contours): a radial plot
of SPL loss over distance from the source. Take a polar
plot, turn it inside out, plot it on a linear axis and you
have the equal level contour map. The equal level con-
tour map places O dB at the 1 meter distance from the
speaker (the standard measurement point for speaker
data). The plot traces the radial shape that maintains
the same level. Successive rings show the level drop
over distance over angle. Specified for vertical and hor-
izontal planes over frequency (also shown in Fig. 1.44).

4. Directivity index (DI): this parameter describes the
directional capability of the system over the entire
sphere of radiation. The index value is a ratio of the
amount of energy forward of the speaker to the energy
that would be present if the speaker were omnidirec-
tional. Recall our previous discussion of the fireworks.
We have a fixed amount of energy at our source. The
DI tells us how much of that energy we are focusing in
the forward direction. The value is given in dB, with

increasing numbers indicative of greater directional
control. The term "front to back ratio" is also used to
describe this relationship. The DI values are given as a 
single value for the specified frequency range.

5. Directivity factor (Q): this is a linear version of the
directivity index. The DI value is the 10 log equivalent
of the Q factor value. These two values (DI and Q) can

Figure 1.43 Coverage angle as found by the radial (protractor) method

Figure 1 44 Equal level contour method of HF (1) and L         
Polar plots of the same HF driver (3) and LF drivers (4)
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be plotted on the same graph with different vertical
axis numberings.

6. Beamwidth vs. frequency: the term beamwidth is inter-
changeable with coverage angle (the sound beam).
Beamwidth vs. frequency plots create a composite of the
full frequency range of the speaker from a series of indi-
vidual coverage angles. Typical beamwidth vs. frequency
plots are l /3 rd octave or 1 octave frequency resolution.
Beamwidth plots allow us to view the coverage angle
trends over the full range of the speaker in a single chart.
Since the beamwidth is made up of coverage angle val-
ues, the off-axis response is not included. See Fig. 1.45.

90 Degrees of Separation
Each of these coverage representations tells us about our
speakers. Do we need to factor all of them in to making
our decisions? This myriad of coverage data can be over-
whelming to those of us that just want to figure out what
is the best speaker and where to point it, within our short
lifespan. Which of these representations is most relevant

to our task? We will cover this in more detail later in Chap-
ter 6, but for now let's present them all with a simple task
and see how they fare. The test will be to determine the
speaker coverage angle required for the most uniform
level over four different shapes. Let the games begin.

Figure 1.46 shows a section view with four vertical cov-
erage lines labeled A through D. The same speaker loca-
tion is used for all shapes. From the speaker's perspective,
the angle between the first and last seat is unchanged in all
cases. It is the distance relative to the lower part of the shape
that changes in each case. The first question is: what is the
required coverage angle? The answer is found in panel
2. It is 90 degrees in all cases, since we will cover from
the top rear to the front near. The differing distance to the
floor does not change the angular relationship from the
speaker to either the top or bottom extremes. It does, how-
ever, introduce a gross asymmetry between the distances
to the respective coverage edges. The asymmetry is high-
est for shape A, and lowest for shape D. This is the princi-
pal vulnerability of the radial or protractor method.

Figure 1.45 Beamwidth vs. frequency of a small-format full-range loudspeaker. Coverage angle
is 90 degrees (nominal)
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Figure 1.46 Four shapes are shown for coverage
from a single speaker location. (1) Listening location
targets A - D. The speaker is closest to shape A, and
farthest from shape D. (2) Protractor method indicates
the application requires 90 degrees of coverage in
all cases since the angle between the first and last
seat is constant. (3) The polar plot shape using 90
degree coverage plots provides no clear linkage to
the listening area shapes. (4) Equal level contours
method shows the level uniformity to be poor in all
cases, and worst for shape A 

Panel 3 employs the polar plot to attempt to discern the
best angle. Unfortunately the polar plot gives us no further
insight beyond seeing the off-axis shape of the speaker.
The frontal lobe is only slightly different from the radial
arc so the asymmetry issue persists. The vulnerability of
the polar plot is that it follows the radial coverage angle
method, rather than leads it. We view the polar plot only
after we have determined the angle. Next we apply the
equal level contour method. Panel 4 shows the 90 degree
contours with the 45 degree down tilt that would center
the speaker over the complete coverage angle. In all cases
(A - D) the entire seating area is within the coverage angle
of the speaker. In all cases the people in the rear of the lis-
tening area are more than 10 dB down from the front. This
is obviously a very unsatisfactory result. The good news
is we have proven that this won't work, so now we can
embark on finding out what will work. The equal contour
method gives us the clues we need to find the angles that
will best serve the four different shapes.

There is no figure for the directivity index (DI) or direc-
tivity factor (Q) methods. What would those methods be?

With a single number that comprises vertical and hori-
zontal directivity how can we possibly do anything but
guess? DI and Q are once again followers of the combined
horizontal and vertical coverage angles, and we have been
through that already.

The answer lies in four different speaker coverage pat-
terns applied to the four different audience shapes. In all
cases the speaker is oriented asymmetrically — at the far-
thest seat, in order to compensate for the asymmetry of
the space. The equal level contours are the best indicator
of how well we compensate for asymmetry, since they
indicate level directly. Since many coverage applications
are asymmetrical, this is a critical parameter. Figure 1.47
utilizes the equal level contour method to find the best fit
for each shape. Each color gradient represents 3 dB of level
change. In each case a different coverage angle is found, as
determined by the coverage pattern. The coverage pattern
shape that most closely follows the line of coverage is the
determining factor. (1) The asymmetry between the on axis
and off axis distance is at its maximum. The coverage angle
is at its minimum (20 degrees) and the proportion of the
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Figure 1.47 Equal level contours method using four
different coverage angles. The shape of the contours
reveals the best fit for each room

line that can be uniformly covered is at a minimum. (2) The
increased distance from the floor decreases the asymme-
try. Less asymmetry yields to wider coverage (45 degrees)
and more of the shape is covered. (3) Coverage angle
opens to 90 degrees. Note that while the 90 degree angle is
equal to that of the radial coverage angle method, the ori-
entation of the speaker is different. (4) Coverage reaches
maximum symmetry. Coverage widens to 180 degrees
and all the seats are covered. The equal level contours
lead us toward selection of both coverage angle and ori-
entation, even when faced with an asymmetrical coverage
situation. Asymmetry will be a consistent issue in our
designs, e.g. every vertical coverage application for start-
ers. Our analysis of coverage angle will need to be able to
deal with asymmetry.

Naturally we are concerned about having the upper
half of the pattern bouncing off of the walls. At first glance

this approach would be a cause of great concern in this
regard, perhaps even a lapse of sanity on my part. Take
a breath. Bear in mind that we are discussing the behav-
ior of a single speaker. This is the building block, not the
finished product. The optimal solutions for creating asym-
metric coverage patterns will come from arrays of speak-
ers. The behavior of speaker arrays is the summation of its
individual speaker parts. Before we learn to run we will
first need to walk.

Reference
Giddings, P. (1990), Audio System: Design and Installation, Sams.
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Overview
There are very few absolutes in life. There are so many
things that we first see in absolute terms and later learn of
more complexity. Like right and wrong. My right might be
your wrong. Such terms require qualification and context.
Well, here is one that we can be sure of as an absolute: one
plus one equals two.

Not in audio.

Audio waveforms can be summed electrically or acous-
tically. We would expect a simple case of addition when
combining waveforms with matched amplitude over fre-
quency content. That outcome is possible, but not guar-
anteed. There is a hidden parameter in the equation that
exerts a decisive force on the outcome: phase. The summed
signal level may be more than, equal to, or less than its
individual components. Perhaps even zero. The multi-
dimensional aspect of audio waveform combination gives
rise to its proper name: complex summation. And com-
plex it is, but fortunately not so much that we will have to
cover the walls with mathematical equations. The prop-
erties of audio summation are one of the most important
subjects for the sound system designer and optimization
engineer. This mechanism governs the outcome at every
place that audio is summed: every electrical summing

S u m m a t i o n

junction, every acoustical interaction between speaker ele-
ments and every interaction with a reflection in the room.

As designers we must know the parties that meet at each
summation junction, identify the location and manage their
interaction. Uncontrolled summation causes widespread
level and frequency-response variation through the space.
The spatial properties of summation cause every listening
position to sound different and the mechanism appears
very mysterious or random. Consequently there is much
folklore that has grown around it. Once understood, the
mechanism will be shown not to be random but rather a 
repeat offender, whose effect on the sound system is com-
pletely predictable. Once understood, the techniques of
summation management will become clear, and we are on
the road toward the desired minimum variation for the
optimized design.

In the previous chapter the transmission signal became
airborne. Learning to fly, however, does not end with take-
off. Now that we are in the air it might be a good time to
learn how to control the steering mechanisms. This will
be our only hope of making a soft landing. That steering
mechanism is summation.

This discussion will progress through several stages.
We will begin with a study of the mechanism of audio
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summation in the abstract in both electronic and acousti-
cal systems. The roles of relative level and relative phase
are introduced and their effects on the summed frequency
response are shown. These properties are then applied to
the interaction of multiple loudspeakers. This includes the
role of acoustical crossovers within individual speakers
and arrays. We conclude with the summation properties
of room reflections.

This section draws a line of continuity that weaves
together the three most interactive and volatile aspects of
our amplified sound system: the spectral divider (cross-
over), the speaker array and the room. As we will see, these
three seemingly distinct entities are so closely related that
they can all be lumped into a single category: the acousti-
cal crossover. The acoustic crossover is anywhere in the
system where copies of the waveforms meet. When they
meet, whether they come from different types of drivers,
different speaker cabinets or off the walls, they will follow
the same rules: the rules of summation.

Properties of Audio Summation
Audio Summation Defined
Summation occurs when two or more audio signals are
combined together and create a new waveform. The sum-
mation could be only a momentary event, in which case
there is little we can do to manage it. As long as certain
criteria are met, the summation will be stable over time
and the outcome of the combination is predictable and
manageable.

Summation Criteria
Stable summation occurs only when the signals maintain
a consistent level and phase relationship. This is not to say
they must be matched in level and phase. They may be
drastically mismatched. But whatever the relationship,
it must be constant. The necessary conditions for stable
summation are matched sources and overlapped duration
at the summing junction.

Figure 2.1 Summation flow block. The input signals may be simple or
complex, but must have common origins

Source Matching 
Recall that in Chapter 1 we discussed the distinction
between adding signals at the same frequency (summa-
tion), and adding signal at different frequencies (mixing).
Stable summation is evaluated on a frequency-specific
basis. Stable summation at a single frequency requires that
the input signals have a fixed differential at that frequency.
To expand this over the full frequency range requires that
the input signals have a stable differential at all frequen-
cies. The signals must, then, have related waveforms, i.e.
they must come from the same original source waveform.
In genetic terms, they must be the children of the same
parental waveform. This occurs in our audio system in two
forms: electrical copies and acoustical copies. These copies
are found all over our audio world with mixing consoles
(electrical), speaker arrays and reflections (acoustical) being
obvious examples. If we add perfect clones of the source
signal, the summation will behave like simple mathemati-
cal addition. If the cloning is unsuccessful the copies com-
bine with the original in complex form. The outcome can
be predictable and stable, but not necessarily addition.
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The monaural signal arriving from two displaced speak-
ers will create a steady-state summation at a given point
in the room. While this summation may have a different
response at each frequency the response is stable over time.
For this reason such a response is measurable and has the
possibility of being treatable with delay, equalization and
other alignment procedures. By contrast the summation of
Beethoven's 9th Symphony with Black Sabbath's Iron Man 
would produce an unstable summation, since it would only
be by random chance that the two pieces would contain a 
moment of source matching. A hybrid case between these
extremes is stereo. A stereo feed from two speakers will
provide a semi-stable summation. The portions of the mix
that appear in both the left and right channels would cre-
ate a stable response, while those which appear in only one
side would not. Because the two signals are not fully corre-
lated, the summed response will change over time at a rate
proportional to the degree of difference between the two
channels. Therefore, the summation of such a system is not
treatable by equalization since the combined frequency
response is in constant flux. This unstable summation
property of stereo music is easily demonstrated by a simple
listening test: perform an electrical summation of the left
and right signals at the console. The resulting unstable

Figure 2.2 Effects of source matching
on summation. Top  sources have
originated from a related waveform for
stable summation. Bottom  unrelated
sources will have a random summation
relationship

electrical summation is then reproduced in the sound sys-
tem and can be confused for acoustical summation in the
space.

Duration

The duration of the summation depends upon the length
of time the two frequencies share the same location.
Let's consider a single frequency from a random signal
source such as music or noise. The level at that frequency
changes over time. If two copies of this signal are summed
together and synchronized, the duration of the summa-
tion is infinite. They both rise and fall together, always
maintaining a matched relationship. If two signals are
offset in time, the duration of the summation will be lim-
ited to the time when both signals are present. The first
signal is alone at the meeting point until the second sig-
nal arrives. If the signal duration is long enough, the two
will meet and the summation will produce a stable value.
When the source ceases, the early signal will depart the
meeting point ahead of the later arrival. If the signal dura-
tion is shorter than the time arrival difference, the meeting
will not occur. Therefore, with late arriving signals such as
echoes, the signal duration must be long compared to the
time offset for a stable summation to occur. The implica-
tions of this would seem to be that we will never be capa-
ble of having a steady summation state in anything but a 
synchronized system or a continuous unchanging source,
such as a sine wave. In practice this is not the case. Music
and speech typically contain durations of sufficient length
for us to obtain a stable response. The signal must sustain
for sufficient duration in order for the ear to discern pitch.
As the duration extends beyond a single wavelength our
pitch perception improves, and therefore most music will
far exceed that duration. Because the perception is wave-
length-dependent, the amount of time elapsed before pitch
is discerned will change over frequency. For example,
25 ms is long enough to provide around 100 wavelengths
at 4 kHz but only a single wavelength at 40 Hz. Pitch sens-
ing of the lower frequency will take more time than the
highs. Most music and speech comprise more than single-
wavelength durations and spend more than enough time
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Figure 2.3 The signal must be of sufficient duration to overlap at the summing point for stable ad                 
channels, the summation will show no stable addition or subtraction

at a given frequency for us to be able to find a steady sum-
mation value in spite of the lack of synchronization.

In this text, unless stated otherwise, we will assume that
the signal is of sufficient duration to provide us with a sta-
ble summation. There are limits to this, and when they are
exceeded they will be noted.

Summation Quantity
There is no limit to the number of signals that can be joined
together as long as the signals meet the stable summation
criteria outlined previously, e.g. room reflections are the
summation of a virtually unlimited quantity of individual
signals. When the reflection time offset exceeds the signal
duration, the summation is no longer stable.

Electrical vs. Acoustical Summation
Most of the properties of summation apply identically to
both electrical and acoustical systems. The key difference is
in the spatial placement of the summation. Electrical sum-
mation has no geometric dimension, whereas acoustical
summation cannot be considered without it. An electrical

Figure 2.4 The maximum quantity of summation inputs is unlimited. The potential addition a

summation occurs inside the circuit and once joined
becomes a new signal, complete with all of the coloration
that will soon be explored here. When this signal becomes
an acoustical signal, the electrical summation signature is
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always be physics, no matter what 
the sales rep tells you. 

Miguel Lourtie 

reproduced by the speaker and delivered to all points in
the speaker's coverage area. If the 1 kHz range is cancelled
in the electrical signal then 1 kHz will not be heard at any
location in the space. Let's compare and contrast this to
acoustical summation. If only a single point in the acousti-
cal space is measured, it will display identical properties to
electronic summation. However, unlike electrical signals,
a frequency that is cancelled at one location can, and will,
come back at full force at another. Acoustic signals pass
through each other largely undisturbed, forming a unique
summation junction at every point in the space.

The following example should bring the point to clarity:
two identical signals are electronically summed but with
opposite polarities. The result is perfect cancellation. No
audio. Two identical signals are acoustically summed but
with opposite polarities. The result is perfect cancellation
at a single location. Other locations will have less than per-
fect cancellation, and some will have perfect addition. The
amount of acoustical energy does not change when there
is a polarity reversal. It just moves to other places.

Acoustical Source Direction
Acoustical summations contain signals arriving from wave
motions traveling in different directions. The directional
component of each sound wave is a product of the particle
motion in the air and is termed the intensity. The intensity
component is of great value and importance to acousticians,
due to its potential to identify specific reflection sources in
a space. Our scope of work, however, is distinct from the
acoustician. Our question is: how does the intensity infor-
mation relate to summation? Does the summation change
due to the particle directional relationship of the signals?
For a given point in space: no. Just like the electrical signal
above, the summation is governed by relative amplitude
and relative phase at the junction point. The source direc-
tion will, however, have a huge effect upon the distribution 
of the summation over the whole of the space. The direc-
tional relationship between sound sources will be a prime
factor in the rate of change of the summation over the space.
The rate of summation change translates into the degree of

response variation over the space. Fortunately we will not
need an intensity probe microphone setup to see this, since
they are expensive and impractical for our application. We
can see the source direction of the major players in summa-
tion with our eyes. They are the speakers and the walls.

Figure 2.5 Summation of acoustic sources from different directions. The summation

Summation Math
The relationship between two summed signals in its most
simplified form can be expressed by the formula:

1 + l = 1 ( ± 1 ) *

*Depends upon relative phase
This formula illustrates the critical dependency upon rela-
tive phase between two signals. The summed signals can
add to as much as a value of two ( + 6dB) and as low as a 
value of zero (—oo dB). The nature of the summation appears
balanced when viewed numerically but when viewed
logarithmically (in dB) we can see that the loss effects are

Perspectives: Regardless 
of what brand of speakers 
you use, physics will 
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much greater than the addition effects. Summation is a 
form of acoustical gambling where relative amplitude sets
the stakes and relative phase decides the winner. When the
relative amplitudes are equal the stakes are highest. We are
risking everything. We can double our money ( + 6dB), or
lose it all ( —100 dB). As the level difference increases, the
betting becomes lightweight. We can't win much, but we
can't lose much either. The part of relative phase is played
by the cards, which decide whether we win or lose.

The odds in Las Vegas are in favor of the house due to
the laws of economics. The odds here are dead even,
due to the laws of physics (energy can not be created or
destroyed). But the game is very asymmetrical. Our gains
are small, but spread over a wide area. Our losses can be
very large, but confined to smaller areas. A professional
gambler learns their trade by studying all of the possible
outcomes of the game. So shall we. We cannot changes the
rules, but we can learn to place our bets on the winners.

The previous formula can be reworked as follows:

Summation = (Relative amplitude limit factor)
X (Relative phase multiplication factor)

The two factors create a combined effect but operate inde-
pendently. Therefore, they can be analyzed separately.
First, we will examine the range setting of relative ampli-
tude, and then examine how relative phase provides the
final placement inside the limits.

Summation Amplitude
Acoustic summation of two matched sources that are syn-
chronized in time is:

Summation = 20 X log(Sl + S 2 ) / S l

where SI is the stronger signal and S2 is an equal or weaker
signal.

It can be seen that the most addition occurs when the sig-
nals are equal in level and that the summed signal decreases
as they move apart from one another. Level differences of
more than 12 dB create a nearly negligible addition above
the level of the higher level signal on its own. The family
of results for the maximum summation formula is shown
in Fig. 2.6.

Figure 2.6 The summation level depends upon the relative level between the two input signals.
Matched signals have the highest potential. The values of this chart represent the maximum limits of
two-element summation, i.e. this is what will occur only when the phase responses of the two signals
are perfectly matched
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Figure 2.7 Summation level rises as multiple inputs are combined. Each
doubling of inputs has the potential of an additional 6 dB at the output

The limits of addition don't end at two sources — they
end at our budget. The addition of more sources opens the
possibility for further addition. Each quantity doubling
has the potential to add 6 dB of additional level to the
response. The maximum addition is easily obtained in the
case of a summed electronic signal, and is equivalent to
supplying 6 dB of voltage gain. The rationale for multiple
unit summation is the desire for increased SPL, so this is
where action is. Before we start counting up our cabinets
and concluding we will soon be reaching 170 dB, there are
some limiting factors to consider. In order to get the 6 dB
addition the systems must sum just like an electrical signal,
i.e., they must be exact copies in level and phase. They must
have 100 per cent acoustical overlap. The spatial nature
of acoustical summation dictates that this cannot hap-
pen at all but for a minute percentage of locations. As
will be discussed later, maximum addition comes with a 
cost — variation over the space. In most applications we
will find it best to minimize overlap as frequency rises,
thereby reserving the massive SPL boosts to the low end
only. Figure 2.7 contains a reference chart for multi-element
summation.

Summation Phase

Relative phase is a measure of the fraction of a wavelength
that separates two signals, expressed in degrees. Zero wave-
lengths of separation correspond to 0 degrees of relative
phase, while one-half wavelengths correspond to 180
degrees. We may recall that relative level can range from
O dB to infinity. By contrast, relative phase is a circular
function, limited in its range to no more than ±180 (0-360)
degrees. Once we have exceeded one-half wavelength of
phase shift we begin to approach the next wavelength,
thereby reducing the relative phase. At the point that a full

wavelength of phase shift has occurred, the relative phase
value will have returned to zero. This is not to say that 0 
degrees and 360 degrees are the same. They are different
insofar as different solutions will be indicated to manage
their effects, but the effect on summation for a given fre-
quency will be the same. More on this later.

The Phase Cycle 

Relative phase can first be visualized as a circle, which we
will term the relative phase c y c l e (for brevity "phase cycle"
will be used). The phase cycle features 0 degrees at the top
and proceeds in either direction until the 180 degree point
is reached at the bottom. The addition / subtraction effects
of relative phase are based on the radial position of the rel-
ative phase value, i.e. our position on the phase cycle.

Relative phase summation properties:

• Maximum addition occurs at 0 degrees
• Addition occurs at values of less than ±120 degrees
• No addition or subtraction occurs at 120 degrees
• Subtraction occurs at values of more than ± 120 degrees
• Maximum subtraction occurs at 180 degrees.

The phase cycle's effect on amplitude is not symmetrical as
one might have expected. The break-even point is not at 90
degrees and the rates of gain and loss are not symmetrical.
The addition side comprises two-thirds of the circle and its
action is gradual. The subtraction side comprises only one-
third of the circle but its action is extremely steep. The pre-
cise amount of addition and subtraction cannot be known
from the phase cycle alone. As the relative level approaches
unity the action of the phase wheel intensifies. However,
in all cases the effect is asymmetrical. The area of addi-
tion will always be wider than the area of subtraction. This
is balanced by the fact that the level of the subtraction will
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always be greater than the gains. The asymmetry inherent
in the phase wheel will be a key factor in our summation
management strategies.

Let's explore the action of the phase cycle in its most
extreme form, i.e. when two signals are summed at equal
levels. In this case the maximums of addition and subtrac-
tion will result. Figures 2.8 and 2.9 show the amplitude val-
ues that result from unity gain summation of two signals.
The asymmetry of the addition is revealed by viewing the
difference in the amount of phase shift required to make
a 6dB change. On the addition side the change is spread
over 120 degrees, whereas a comparable loss occurs in
only 30 degrees.

The matched amplitude condition that permits maxi-
mum addition also permits the maximum subtraction when
the phase responses are opposite. Therefore the relative
amplitude produces both an upper and a lower limit, as
shown in Fig. 2.10. Both limits reach their maximums with

a unity gain summation and decrease as the levels are
offset.

The addition and subtraction effects are a continuous
function, i.e. it is not an all or nothing proposition as is
often believed. This is worth addressing because of the per-
vasive misunderstanding regarding the terms "in phase"
and "out of phase." These terms are generally referring to
the polarity of a signal which has simple duality: in or out,
normal or reversed, inverted or non-inverted. For our pur-
poses, "in phase" can be seen as a summation where the
relative phase is less than 120 degrees and therefore addi-
tive. The subtractive side of the phase wheel would there-
fore be the "out of phase" side of the equation.

3 6 0 degrees and Beyond 

We cannot tell the date from looking at a clock face. The
fact that the date on my wristwatch is wrong does not
mean that I will miss today's 8:00 train.

Figure 2.8 The effect of relative phase on summation is shown in the radial form of the
phase cycle. Each color shape represents a 3dB level change
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Figure 2.9 The effect of relative phase on summation is shown in the horizontal form of
level versus phase offset

Figure 2.10 Extremes of summation (0 degrees phase offset) and cancellation (180
degrees) for signals with various level offsets. Phase offsets between the extremes will
result in the range of levels enclosed between maxima and minima

68
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Is there a difference between 0 degrees and 360 degrees?
Is one wavelength apart the same as zero or two or two
hundred? Yes, there is a difference, but the summation
equations still hold until the duration of the signal has
been exceeded. In terms of phase addition, 0 degrees and
360 degrees (one cycle behind) will create the same addi-
tion. Likewise the subtraction that occurs from 180 degrees
of relative phase summation will also occur with 540
degrees (180 + 360). We are now ready to take the phase
cycle to the next level, and observe the action of multiple
rotations. First we must relabel the wheel to run from 0 
to 360 degrees. Then we can begin to visualize each rev-
olution as a wavelength. As one wavelength is passed a 
second wheel appears behind the first, creating a spiral of
phase cycles. The position on the cycle remains the key to
the summation formula for that frequency, as long as its
depth in the spiral does not exceed the signal duration.

If the signal is a continuous sine wave there is no way to
tell how many wavelengths apart two sources are. Look-
ing at the summation phase of a single frequency will
only reveal its position on the phase wheel. Discerning the
number cycles that the phase wheel has turned can only be
deduced by its context with other frequencies. This context

is given by the phase slope, which will be demonstrated as
we put the next piece of the summation puzzle in place:
time.

Phase delay characteristics applied to the phase cycle:

• A fixed amount of time delay creates a different amount
of phase shift for each frequency (the phase cycle turns
at a different rate for each frequency)

• A fixed amount of phase shift creates a different amount
of delay at each frequency (a given position on the
phase cycle creates a different amount of delay at each
frequency)

• For a given delay the phase slope increases with fre-
quency (the phase cycle turns faster as frequency
rises)

• For a given frequency the phase slope increases with
delay (the phase cycle turns more as delay increases)

• The number of "wraparounds" indicates the number of
wavelengths of delay (the number of rotations of the
phase cycle).

The complexity of the above assertion may be aided by
a mechanical analogy with a bicycle: the phase bicycle.
When the pedal of a bicycle is turned, the large sprocket

Figure 2.11 The phase cycle as it is affected by delay. The four cycles represent four
frequencies at one octave spacing. Left  no delay offset. The cycles are all aligned at
the same point in their rotation. Right  a delay equivalent to 1/ 2 wavelength at the highest
frequency (F4) has been introduced. Each frequency has been rotated a different amount
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attached to the pedal shaft turns the small sprockets via
a connecting chain. The speed at which the driving wheel
turns depends upon the gear ratio between two sprockets.
At one setting the gear ratio is 1:1 while a second setting is
2:1. The same number of turns on the pedal would create
twice the number of turns at the drive wheel at the latter
setting. For our analogy, time is the turning pedal shaft,
while the rear wheel is the phase cycle. The above dif-
ference in gear ratio is analogous to an octave change in
frequency. Now we expand the analogy to take in the full
range of our audio systems. A single pedal shaft is attached
to 20,000 different gears attached to 20,000 phase cycles.
Each gear ratio is unique and range from 1:1 to 20,000:1. At
the beginning, all of the wheels are lined up with 0 degrees
on top. Time offset is zero and we have perfect summation
at all frequencies. Once the pedal of time begins to move
forward, all of the wheels are set in motion, all at different
rates. The first wheel to pass the subtraction line will be

#20,000 and all others will move at their own rate toward
the same point and beyond. The result is a different fre-
quency response for every change in time offset.

Response Ripple
The variance over frequency for a given response can be
boiled down to a single number known as the ripple. The
ripple is the total range in level from the highest to the
lowest point in the response. A system that ranges from
a +4 to — 8 dB is described as having 12 dB of ripple. Our
major concern is to minimize the variation rather than sin-
gling out the peaks or the dips. By this reasoning the above
response becomes ±6 dB of ripple. We will use ripple as a 
qualitative measure of summation effects, with minimum
ripple being the ultimate goal.

Figure 2.12 Summation ripple is the measure of level variance due to summation. The risk
of high ripple values increases as level offset approaches O dB
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Summation Zones
When two sources are combined together there is a contin-
uous range of possible mixes of the two decisive factors:
relative level and phase. On one end of the continuum are
matched level and phase, while at the other extreme they
are miles apart. It is impractical to discuss every possible
combination; therefore we will focus on trends and group
them into five categories based on their type of interac-
tion. These categories will serve as the mileposts along the
continuous road of summation.

The Coupling Zone 
The coupling zone is found where the relative phase of the
summed signals is confined to the addition side of the phase
cycle. The sources must remain within ± 1/3rd wavelength
(±120°). The effects in the coupling zone are only addi-
tive, since the phase offset is never large enough to cause
a loss. The amount of addition will range from 0 to 6 dB
depending on the degree of phase and level offset. The rip-
ple likewise ranges from 0 to 6dB ( < ± 3 d B ) . The coupling
zone is the most sought-after response when speakers are
summed. This is most easily achieved at low frequencies
due to the large wavelengths. It is also guaranteed to occur
at the exact centerline between two matched speakers
(unless one is polarity-reversed). The coupling zone is the
most effective means of creating power addition in sound
systems. The question becomes: over how large an area and
how high a frequency can we go before the relative phase
surpasses 120° and pushes us out of the coupling zone?
Pursuit of coupling is a risky business, and must be man-
aged carefully to avoid the pitfalls of the combing zone.

The Cancellation Zone 
The cancellation zone is the evil twin brother of the cou-
pling zone. This is defined as where two or more signals
are combined and the phase is confined to the subtraction
side of the phase wheel. The effects in the cancellation zone
are only subtractive, since the phase offset is never small
enough to cause addition. The amount of subtraction is

potentially huge but could be less if there is some degree
of level offset. The ripple likewise ranges from 0 to 100 dB
( ± 5 0 dB). The cancellation zone is the least ideal response
when speakers are summed, unless we are intending to
steer the sound away from a particular area.

The Combing Zone 
When the phase offset reaches the point where subtraction
begins ( > ± 1 2 0 degrees) we have reached the most vola-
tile area, the combing zone. In the combing zone there is
less than 4 dB of isolation between the two signals, but an
unspecified amount of phase offset. In contrast to the happy
story of the coupling zone, there is a big price to be paid for
the addition that we will get at some frequencies: deep and
narrow dips at others. The addition may be as large as 6 dB
but the losses can be total. Combing zone ripple ranges
from ± 5 0 d B to ± 6 d B . The combing zone is to be avoided
as much as possible, since it is the highest form of variance
over frequency.

The Combining Zone 
The combining zone ranges from 4 dB to lO dB of level off-
set, and again an unspecified amount of phase offset. In the
combining zone the systems have achieved a semi-isolated
state, so that the maximum combination is limited as well
as the maximum cancellation. The combining zone is the
area where the frequency response ripple is limited to no
more than ±6 dB. In terms of our earlier gambling analogy,
the combining zone is our lower-stakes gambling area.
As we move into the combining zone we receive reduced
summation but don't pay the price of deep cancellation.

The Isolation Zone 
Upon reaching 10 dB or more of level offset we have arrived
at the last stop: the isolation zone. Inside the isolation zone
the relative interactions are steadily reduced and eventu-
ally become negligible. As the isolation increases the sig-
nals will reach a minimally interactive state, rendering their
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Figure 2.13 This summation zone reference shows the
ranges of addition, subtraction and ripple for each of type
of interaction

Figure 2.14 The summation zones graphed
by level change. The coupling and cancellation
zones use only part of the phase cycle, while all
others use the complete cycle
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relative phase academic. The ripple in the isolation zone
does not exceed a total of 6 dB, which corresponds to the
accepted minimum standard of coverage uniformity.

Summation Zones over Frequency 

Now we can combine the roles of relative level and phase
together and observe the finished product: summation
effects over the full frequency range. To complete this we
will need to add the final ingredient: time. Up to this point
we have discussed the summation zones without regard to a 
specific frequency or time offset. To discuss full-range sum-
mation the time offset must be specified. A given time off-
set creates a different phase offset at each frequency which
will affect its summation zone placement. When two full-
range signals are added together, the summation values
are derived separately for each frequency, based on their
amplitude and phase differences. Over the course of a 
full-range response the interaction may fall into as many as

four of the five summation categories. When the time offset
is 0 ms the summation is entirely positive (coupling). As the
time offset increases the frequency range where addition
and subtraction both occur moves progressively down-
ward (combing). As the level offset rises, the interaction
lessens (combining) and finally becomes a minimal effect
(isolation). This zonal progression will be a central theme
in this book since it is the standard sequence of events for
audio summation interaction.

This series of frequency responses (Figs 2.15 and 2.16) will
serve as an abridged dictionary of the summation family
of responses. The frequency range effects are continuously
variable as are the level effects. However, the traces rep-
resent the major milestones. These traces will be reduced
into icons for use in the remainder of this book. The icons
will be used to designate positions in the hall or around
arrays where the conditions that cause them exist. We will
need to become fluent enough with these icons to be able
to identify them in the wild on our analyzer.

Figure 2.15 Summation over frequency with O dB level offset, with various time offsets.              
(b) 0.1 ms, (c) 1 ms, (d) 10ms. Note  the range above 1 kHz on the 10ms screen is blank
due to the analyzer resolution limitations. The actual response ripple continues all the way
to 20 kHz
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Figure 2.15 (Continued) 

Figure 2.16 Summation over frequency with a variable level offset (due to filtering), with
various time offsets. As time offset increases the ripple variance spreads downward in
frequency. The range of the ripple is reduced by the filter induced level offset  (a) O ms,
(b) 0.1 ms, (c) 1 ms and (d) 10 ms. Note  The range above 1 kHz on the 10ms screen is
blank due to the analyzer resolution limitations. The actual response ripple continues all
the way to 20 kHz



76 Figure 2.16 (Continued) 



77

Figure 2.16 (Continued) 

Figure 2.17 Summation icons displayed as time offset vs. level offset
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The icons can all be brought together into a single graph
that shows their relationship. All of these are related to rel-
ative amplitude and relative phase as shown in Fig. 2.17.

Comb Filtering: Linear vs. Log
Recall the phase bicycle analogy. We saw that when a sig-
nal is delayed the amount of phase shift will vary over
frequency. Now we will apply this to the combination of
a delayed signal with one that is not delayed. When two
signals are combined out of time the amount of relative 
phase shift will vary over frequency. The variance is due
to the fact that phase is frequency-dependent, but time is
not. For a given amount of time offset, the amount of phase
shift will increase as frequency rises. The result is a repeat-
ing series of peaks and dips that are spaced apart by the
rotations of the phase cycle. For brevity here, we will refer
to a signal that is delayed by one cycle (360 degrees) as
being one "wavelength" delayed. A 100 Hz signal that is
delayed 10 ms and a 10 kHz signal that is delayed 0.1 ms are
both "one wavelength delayed." A 10 ms delay will cause

10 kHz to be 100 wavelengths delayed. This is significant
because this is how we hear the frequency response effects
of summation with our log-based hearing. The number of
wavelengths difference between two signals is the decisive
factor in the percentage bandwidth of the filter shape cre-
ated. A delay of a single wavelength will create a peak that
spans one octave between its surrounding nulls. A two-
wavelength delay will narrow the peak to a half octave and
so on.

The conventional terminology for the time offset
summation is "comb filtering." The name connotes the
visual similarity to the teeth spacing of a comb. This
similarity is based upon a linear frequency axis display,
where the spacing comes out perfectly even over fre-
quency. Since we do not hear linear, this visualization
has limited applicability. With a log display the effects
of summation appear as a series of peaks and dips that
get progressively narrower as frequency rises. This is
where the tonal perception characteristics of the ear dis-
cussed in the next chapter will come into play. The wide
peaks provide the most discernible tonal coloration,

Figure 2.18 The relationship of comb filtering and wavelength offset over frequency
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Figure 2.19 A reference chart showing the relationship of time offset and
the frequency of peaks and nulls in comb filtering

for me. Since 1990, I have been 
adding complexity for each show 
I designed. This wouldn't have 
been possible without a lot of 
measurements and tuning to 
arrive at this type of complex 
distributed system. The more 
sources I have to play with, the 
happier I am as a creative person 
but this can rapidly become a 
time-alignment nightmare. Of 
course, reconfiguring time delays 
on the fly satisfies the creative and 
the system engineer in me but it 
exhausts my programming side. 

Francois Bergeron 

while the narrowly spaced peaks and dips have less tonal
distinction. When the spacing becomes too narrow, i.e. the
time difference becomes too large, the perception becomes
a discrete echo.

Summation Geometry
Acoustic summation contains spatial aspects not found
inside a piece of wire. To prepare ourselves for this we will
need to acquaint ourselves with summation geometry.
Whenever two displaced sources propagate sound, their
summation properties for a given frequency at any singu-
lar point are determined by the same factors we have been
facing all along: relative level and relative phase. A single
point is negligibly different from electronic summation.
But what about all the other points? Are the other points in
the room randomly related to each other? Hardly.

Triangulation
The answer lies in spatial geometry and array theory. The
more scholarly textbooks discuss array theory with omni-
directional radiating sources. There is no arguing with
the validity of this approach. There is, however, virtually
no practical use for omnidirectional transmitters in our
system design, so we are going to bypass that theory, and
its staggering piles of mathematics in favor of a simplified
rendering: triangles. As long as the speakers have some
measure of directionality, we can model their summation
behavior by triangulation.

The triangle is the elementary shape for two-speaker
summation geometry. There are four types of triangles to
consider as shown in Fig. 2.20. The differentiating factor
is the angle seen by Speaker A to the remaining points.
The different triangle types will be shown to correspond
closely to the summation zones detailed in the previous

Perspectives: Cirque 
du Soleil has been an 
amazing testing ground 
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section, providing a link from the electrical to the acousti-
cal domains. For this linkage to solidify, we must narrow
down the three factors affecting the response at the sum-
mation point of the triangulation (C).

Figure 2.20 Summation triangle types.
Sound sources are at locations A and B.
The listening position is C 

HO

Figure 2.21 The level offset and time offset do not scale together. Level offset scales as a ratio between lengths
(multiplication). Time offset is the difference between lengths (subtraction)

Factors affecting the response at the summation
point (C):

• the level offset due to distance offset
• the level offset due to axial response offset
• the time offset.

To begin we will explore triangulation's most basic equa-
tion, the Pythagorean theorem: the sum of the squares of
the smaller sides of a right triangle is equal to the square
of the remaining side (the hypotenuse).

Let's apply this to a two-point summation in space.
Identical speakers A and B radiate sound. Our listening
reference point is C. We have a triangle. The displacement
between the speakers is side AB. The paths to the listen-
ing position are AC and BC respectively. The summation
response at C is the result of the level offset and the time
offset between paths AC and BC. There is, however, a key
difference between these two factors. The level offset is the
ratio between the level of the two speakers. The time off-
set is the difference between arrivals from the speakers.
The first factor is governed by multiplication and division,
the second by addition and subtraction. The dilemma that
this imposes for us is illustrated in Fig. 2.21 where we can
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see that the relationship between speakers does not scale
equally in level and time. In this case we have modified
two factors: the distance to the summation point and the
displacement between the sources. Both factors were dou-
bled, the level offset ratio remained constant, but the time
offset difference doubled.

Now let's look at each of the four triangle types and
see how they are affected by those two parameters: vari-
able distance to the summation point and variable dis-
placement between the sources. These two variables will
affect the relative distance, relative axial loss and time
offset.

We begin with the isosceles triangle as shown in Fig.
2.22(a). The isosceles triangle gives us zero offset in dis-
tance, axial loss and time. The coupling zone is found at the
summation point of the isosceles triangle regardless of dis-
tance or displacement.

Next we can look at the right triangle (Fig. 2.22(b)). The
right triangle, as we saw before, presents changing time
offsets and level offsets over both distance and displace-
ment. The icons representing the combing zone can be
found along the various milestones of the right triangle.
These variations are affected by the axial offset, which can
reduce the combing when the offsets are highest. However,
since most systems exhibit poor directional control in the
low frequencies, the degree of reduction will be limited.
The range of action for the right triangle is directly in front
of speaker A. The sound from B is going to meet it at every
point on its journey forward. Their time and level relation-
ships will never stabilize. As distance increases the inter-
action becomes more stable since the axial loss becomes
negligible but some degree of time offset persists.

The next entry is the obtuse angle found in Fig. 2.22(d).
The time and level offsets will never match up as above,
but a vital difference emerges in the axial offset category.
Because the summation point has moved outward from
the on-axis point of speaker A, this unit has the ability to
gain dominance in level via differences in axial loss. The
isolation capability increases as the angle becomes more
obtuse. The level offsets created by the axial offset push us

into the combination zone and eventually beyond to the
isolation zone. As the inevitable time offsets are accrued
the isolation reduces their degrading effects. The obtuse
angle is the principal driving mechanism of the most pop-
ular array type: the point source.

The final angle is the acute (Fig. 2.22(c)), and we have
an acute problem here. This is the inverse of the obtuse
angle and affords us the least amount of isolation possible,
and yet rampant opportunity for variable time offset. The
combing zone is found whenever displaced speakers face
inward toward a mutual destination.

Now we will plot out the triangles onto a layout of two
speakers as shown in Fig. 2.23. We will place the summa-
tion icons at the appropriate places on the layout and see
how the various zones come together. For our example we
will look at the triangles in the context of an equal level
contour rendering of a two-speaker point source array
in space. This series shows the response at the three fre-
quency ranges from which the summation icons are based
(100 Hz, 1kHz and 10 kHz).

Summation example key features:

• All frequencies show maximum addition at the center
of the isosceles triangle (coupling zone).

• 1 kHz and 10 kHz show deep cancellations around the
right triangle point (combing).

• 10 kHz is the first to show decreased combing as we
move off-center into the obtuse triangle (isolation zone).
1 kHz follows this trend as the obtuse angle increases.

• The area inside the isosceles triangle, the acute angle
area, has the highest degree of variation over position
and over frequency (combing zone).

• The isolation increases as the obtuse angle increases.
• The 100 Hz pattern does not show a cancellation at

the right angle position. This is due to the fact that the
displacement between the sources is less than a wave-
length at 100 Hz (see next section).

The spatial effects of summation can be dizzying if we
do not know what to expect. We need a road map with
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Figure 2.22 The triangular relationships to summation zone
geometry
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Figure 2.23 Summation geometry examples for two-element
summation. Each element has a coverage pattern of 100
degrees. Spacing is 2m, with a 50 degree splay angle.
12m x 12m area
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S o u n d S y s t e m s : D e s i g n and O p t i m i z a t i o n

Perspectives: A lack of 
understanding of the 
interaction between 

components contributes to the 
idea that more is better. I was 
asked to tune a system with three 
horizontally arrayed speakers 
that were much too wide for this 
space. The system had many 
problems with interaction between 
components and bounce off the 
side walls. There was significant 
pressure from the client to use 
all of the rented resources. As a 
solution, I waited until the dinner 
break, and while everyone was 
inside eating, I unplugged two 
of the three speakers. I received 
many compliments for how well 
the event sounded, and especially 
comments that it was significantly 
improved after dinner as compared 
to our afternoon tuning session. 
Not a single person could identify 
the reason for this improvement, 
however!

Dave Revel 

milestones of what we should expect to find, and where.
We have now seen that the summation triangles give us
that map for placement of the summation zone icons on
the equal level contours map. As we move further we will
find that even the most complex array summations will
have these mileposts.

Wavelength Displacement 

When two sources are physically displaced, it is a certainty
that only the listening positions at the center of the isosceles
triangle will be equidistant from the sources and have syn-
chronized arrivals. As we move off of the array center point
it is only a matter of time until we fall into a cancellation.
More precisely, it is not a matter of time — it is a matter of
phase. The relative delay leads to differences in relative
phase over frequency. When the relative phase exceeds
120 degrees we are falling. If the displacement and fre-
quency are known, it is possible to predict precisely where
the summation will cancel and if and where it rises again.
The decisive factor is the ratio of source displacement
to wavelength. The wavelength and the displacement
track together. A displacement of one wavelength draws a 
picture. A displacement of two draws a different one. The
ratio is frequency-independent. The same picture will be
drawn at 100Hz as 10kHz, as long as the displacement at
the low frequency is 100 times greater than the high. So
we have a two-variable system, and we will now illustrate
each of their independent effects.

Fixed Frequency, Variable Displacement
If we keep the frequency constant and change the dis-
placement, we will modify the ratio. The effects of this are
shown in Fig. 2.24. The spacing is shown in various ratios
between one-half and four wavelengths. The frequency
in this example happens to be 100 Hz, but that is not rele-
vant. The effect scales with frequency, provided the spac-
ing changes proportionally. Note that when the spacing
is half a wavelength, a single beam is concentrated in the

forward (and rearward, although not shown) axis. This
ability to narrow coverage with beam concentration will
have an important effect on array design and will be cov-
ered later in Chapter 6.

Fixed Displacement, Variable Frequency
This scenario is of great concern to us, since in the practi-
cal world speakers exist at fixed distances from each other
and cover wide frequency ranges. The speakers shown in
the previous example (Fig. 2.24) will be reused to illustrate
this second factor of wavelength displacement. The speak-
ers are spaced 2 m apart. At the three frequencies of interest
(100,1000 and 10,000 Hz) the displacement is 0.6, 6 and 60
wavelengths respectively. The number of nulls with a 90
degree polar quadrant will equal the number of displaced
wavelengths between the sources. This can be seen as the
incomplete null 100 Hz, the 6 nulls and 1 kHz and 60 nulls
at 10 kHz. The cause of the null spacing is found in Fig.
2.25(a) where a series of concentric circles propagates from
each speaker. The spacing of these phase contour lines
corresponds to a single wavelength. Along the horizon-
tal center line the circles cross and the familiar coupling
is found since there is zero offset (marked as 0lamda). As we
move off-center (up or down) the circles begin to diverge.
The next point where the circles cross again represents a 
complete phase cycle (marked as 1lambda), and will result in
addition. The one wavelength displacement (1 ms) creates
an octave-wide peak as shown in the frequency response
(our 1 ms icon). Further off-axis we turn additional phase
cycles until the maximum of six cycles is reached (6 ms) at
90 degrees. The positions where the phase contour lines are
farthest apart correspond to a null, since the phase cycles
are 0.5 wavelengths apart. This point is shown as a red line
on the 100 Hz screen. In all screens the frequency response
at the 1 ms offset point is shown, with its coupling at 100,
octave-wide combing at 1 kHz and 0.1 octave-wide comb-
ing at 10 kHz.

Speakers must be placed a real physical distance apart.
Therefore, their displacement causes a different amount of
phase shift over frequency.
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Figure 2.24 Wavelength displacement effects
fixed frequency and variable displacement.
The number of nulls/quadrant is equal to the
wavelength displacement
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Figure 2.25 Wavelength displacement effects  fixed
displacement (2 m) and variable frequency (100 Hz, 1 kHz,
10 kHz). Concentric phase contour circles represent one
wavelength each. The frequency response for a position with
1 ms time offset is shown at the bottom

86



87

Acoustical Crossovers
Acoustic crossover performance is governed by the rules
of summation outlined previously. The summation zones
will now take on practical context.

Acoustic Crossover Defined
An acoustic crossover is defined as the point where two
signals from separate sources of common origin combine
at equal energy. This may be a particular frequency range,
a position in space, or both. An acoustic crossover is the
most important type of summation junction. It is the one
where the levels of two or more sources are equal, there-
fore the stakes are the highest. It is this position that will
benefit the most from being "in phase" and be damaged the
most from being "out of phase." As a result we will make
every effort to align the phase responses at the acoustical
crossover.

The users of the conventional audio lexicon consider a 
crossover to be an electrical device that divides the signal
into low-frequency and high-frequency channels to be sent
to separate drivers. That device is more properly termed a 
spectral divider (or frequency divider) since the crossing
over will occur in the acoustical medium. Why does this
matter? If we consider a spectral divider to be the "cross-
over" then we are assuming that the electrical response
alone is sufficient for an expected outcome at the actual
acoustical crossover. Such a leap of faith is likely to set us
up for a fall.

The outcome at the acoustical crossover is depen-
dent upon the individual electrical responses, acoustical
responses, relative levels at the amplifier and the physical
displacement of the speakers. The acoustical crossover is
where the summation is made up of equal parts between
the two contributors, regardless of what they had to go
through to get there. Once that is known the investigation
can begin as to how to best phase-align the crossover for
maximum performance. That said we will now augment
the conventional nomenclature of the acoustical crossover

S u m m a t i o n

between devices covering separate frequency ranges to
become the spectral acoustic crossover.

There is a second type of acoustical crossover, one that
comes from two distinct speaker elements covering the
same frequency range. The separation of the signal into
two speakers is termed a spatial divider, and once again
the crossing over will occur in the acoustical medium. The
combination of the elements will be termed the spatial
acoustic crossover. The previous paragraph holds every
bit as true for the spatial divider as the spectral divider.
In both cases the best solutions will be phase alignment in
the crossover region. This fact means that a single language
can be used to describe the analogous features of the
acoustic crossovers and the related solutions more easily
understood.

Divider / crossover terminology:

• Spectral divider: an electronic (active or passive) or
acoustic device that separates the response into sepa-
rate high- and low- (or multiple) frequency channels for
transmission through distinct speakers (also termed a 
"frequency divider").

• Spectral acoustic crossover: the frequency range where
equal acoustical levels are found from each of the two
electronically (or physically) separated elements that
converge there.

• Spatial divider: an electronic (active or passive) or
acoustic device that separates the response into two
(or multiple) channels of common frequency range for
transmission through distinct speakers.

• Spatial acoustic crossover: the location where equal
acoustical levels are found from each of the two elec-
tronically (or physically) separated elements that con-
verge there.

In both cases the interaction of the multiple sources will
be governed by their relative level and phase responses. In
both cases the keys to success will be in careful management
of the five summation zones. In those areas where coverage
is desired we must limit the overlap in coverage to areas
where the additive side of the phase cycle is maximized
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Figure 2.26 The acoustical crossover progression scheme. There ar           
point. The ideal cases are those without combing zone interaction (upper
tiers) and the worst-case scenarios (lower tier) contain widespread combing. Typic          

Perspectives:
Optimization tips from a 
monitor mix engineer 

1. Taking sufficient time at the 
beginning for optimization of 
the system is the surest and 
fastest way to success. 

2. For checking the system, 
listening to the pink noise has 
become much easier for me now 
than listening to unfamiliar 
CD.

3. Stage monitors can get the 
maximum feedback margin by 
taking the same method as the 
optimization for FOH speakers. 

4. We used to be given no time for 
optimizing the stage monitors 
because of the time budget. 
People now understand that the 
optimization of stage monitors 

and the subtractive side minimized. For these areas we
will design our crossover to make maximum use of the
coupling zone. For areas where coverage is not desired we
will use the isolation or cancellation zones. As we move
away from the crossover areas we will attempt to escape
through the combining zone with the minimum effects of
the combing zone. The journey through crossover is shown
in Fig. 2.26. The best-case scenario is shown at the top of
the pyramid, where the coupling zone is the only prod-
uct of the summation. This is typical in the spatial cross-
over of subwoofer arrays where the displacement is small
compared to the low-frequency wavelengths. In the next
level the transition goes directly through crossover with-
out any significant loss as it moves from coupling to isola-
tion. Such a scenario is practically attainable with a spectral
divider, or the low- and mid-frequency ranges is a closely
coupled spatial divider. The lower part of the pyramid
represents a typical journey for a full-range speaker through
a spatial crossover, with the lowest level showing the
hazards of high overlap and large displacements. The chal-
lenge is to find ways to spend the minimum amount of our

transition in the combing zone. The middle ground of the
pyramid is typical of spectral dividers and some spatial
dividers.

Welcome to the summation race.

A similar scenario plays out in reverse in cases where
acoustic addition is not desired. In such cases the cancel-
lation zone may be used to steer sound away from a given
area, or the isolation zone may be placed at the crossover
center in order to reduce the sound there. In either case we
will strive to transition out of those zones with a minimal
percentage of combing zone effects.

Crossover Classes
Acoustic crossovers can be characterized as having certain
common qualities. Their response through the crossover
can be classified as either unity, overlapped or gapped.
Each crossover class will have specific applications in our
system design.
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helps rehearsal to go much 
smoother.

5. Ever since 1 started doing 
this job, I have become more 
careful about things such as 
the position and response of 
microphones we use on stage. 

6. I have realized that precisely 
aiming speakers, setting levels 
and arraying them are far more 
meaningful than EQ and delay 
setting.

7. In the case of sound engineers 
who do not care for our 
way of optimization (EQ in 
particular), it is worthwhile, 
even just to help them verify the 
speaker system. 

Hiro Tomioka 
ATL Inc., Japan 

Crossover classes:

• Unity: the level through the crossover matches the sur-
rounding response level. The unity class crossover is
expressed by the equation: (—6 dB) + (— 6dB) = O dB.

• Overlapped: the level through crossover is higher than
the surrounding response level. The overlap class cross-
over is expressed by the equation: (X dB + X dB) > O dB.

• Gapped: the level through crossover is lower than the
surrounding response level. The gap class crossover is
expressed by the equation: (X dB + X dB) < O dB.

Acoustical crossovers share common features. These fea-
tures will control how well our crossover designs will suit
our needs.

Crossover features:

• Crossover location (frequency or location)
• Degree of overlap (unity, overlap or gap)
• Crossover slope (rate of transition towards isolation)

Degree of symmetry (level and slope)
Degree of audibility (how perceptible the transition is
to our hearing).

Spectral Dividers and Spectral Crossovers
Spectral dividers will normally fall into just two of the three
crossover classes: unity or overlap. A key factor for acous-
tical crossover success is the confinement of the overlap to
the range where phase addition occurs. A spectral divider
will use four of the summation zones: coupling, combing,
combining and isolation. This discussion will begin with
the unity crossover class, wherein all of the terms will be
introduced. The overlap crossover discussion will follow,
giving comparison and contrast as needed.

The coupling zone is the region at the very center of the
crossover, where the phase responses match. To put cross-
over coupling in perspective we will introduce another
simple formula.

Figure 2.27 Crossover classes. The degree of overlap determines the class. The unity class
acoustic crossover has equal level in the combined and isolated areas
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Figure 2.28 Crossover slope order. The slope determines the size of the combined area
in proportion to the isolated areas. As slope increases the coupling zone shrinks and the
individual elements must be closely spaced. High-order elements must be closely spaced to
maintain unity class crossover performance

Figure 2.29 An asymmetrical crossover is created by different levels. The combined
response bridges between the isolated areas
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Figure 2.30 An asymmetrical crossover is created by unmatched slopes. The size of the
combined area and the spacing between the elements is affected

Figure 2.31 The overall range may be covered by an infinite number of multiway crossovers.
A comparable response can be made from small quantities of widely spaced low order
elements or from larger quantities of closely spaced high order elements
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Unity crossover addition formula:

( -6 dB) + ( -6 dB) = Od B* +0, -oo or
0.5 + 0.5 = 1* +0, -oo

*Depends on phase
This equation refers to our desire to create a combined
unity gain response from the summation of two signals
that are each 6 dB down. This will occur only if the signals
have matched phase at the crossover point. Even though
the individual signals are down 6 dB from other frequen-
cies, they are matched in level and phase at the crossover,
thereby raising the level up 6 dB to unity. The matched level
and phase makes this crossover point the coupling zone.
The coupling zone continues above and below crossover
until 120 degrees of relative phase offset has been reached.
The race is on to reach the isolation zone before the phase
offset has become subtractive. If we have not reached
at least 4 dB of isolation by this point we will experience
combing on our way toward isolation.

The shape of the crossover is controlled by the slopes of
the filters that comprise it. The size of the overlap zone is
dependent upon three factors: filter corner frequency, topol-
ogy and slope. These factors together will govern the degree
of interaction between the two elements and to what extent
we are able to isolate before the phase responses move
into cancellation. This is not simply a matter of "steeper
is better." Phase delay increases as filter slope increases.
There is a tedious give and take to the choice of center fre-
quency and slope to optimize a filter response in a spec-
tral divider. Add to this the individual characteristics of
the driver elements and their physical placement and the
complexity of the challenge becomes clear. Because the
two speaker elements must always be displaced in space
there are resulting challenges to the polar response due to
the relative proximity of one driver to the other in space.
For example, a high and low driver in a vertical orientation
can be aligned and in phase at the physical center point.
However, above and below that center point the distance
between the drivers is no longer equal. This will result in

Figure 2.32 Crossovers may be overlapped which reshapes the combined response.
Multi-element summation causes the response to increase in level as overlap increases
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a different phase relationship at the crossover frequency
over the course of the vertical coverage.

Crossover Frequency 

The acoustical crossover frequency cannot be found on
the front panel of an electronic spectral divider. The actual
crossover frequency is an acoustic summation point derived
from the confluence of five factors.

Factors affecting crossover frequency:

• Relative filter slope
• Relative filter corner frequency
• Relative filter topology
• Relative drive levels
• Relative speaker position
• Relative speaker efficiency and/or individual driver

parameters.

If the first five factors are made symmetrical they will
cancel each other out, leaving only the driver efficiency
as unknown on the equation. If the high driver is more
efficient the crossover will be below the level expected by
the electronics and vice versa. If any of the other factors

are asymmetrical then the acoustic crossover frequency is
subject to change without notice.

For example, let's take a two-way system that we are
intending to cross over at 1 kHz. As a starting point we
might set the drive electronics to low-pass, and high-pass
the respective drivers at 1 kHz with matching 12 dB/octave
Bessel filters. We can now say that the electronic crossover
frequency is 1 kHz. If the low and high driver happened to
have identical efficiencies at 1 kHz, then the acoustic cross-
over will match that of the electronics. If, however, the
efficiency of the high driver exceeds the low driver, then
the acoustic crossover would be at a frequency below the
electronic. It is exceedingly rare that drivers would have
matched efficiencies at crossover and therefore attention
should be paid primarily to observation of the final acous-
tical results rather than the electronics alone.

Assuming the acoustic responses of drivers do not match
at 1 kHz we have the following options available: to adjust
the relative level, the filter corner frequencies, the filter
topologies, or the filter slopes. Some asymmetry must be
introduced in the electrical system to compensate for the
asymmetry in the acoustical system. A combination of
these parameters could be adjusted until the crossover at
the desired frequency is created.

Figure 2.33 Spectral acoustic crossover summation zones

93
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in the hopes of minimizing the negative phase interaction
(combing zone). This practice also minimizes the effects of
additive phase interaction, i.e. the positive effects of two
drivers coupling around the crossover center (coupling
zone). This compromise hinges on the following question:
are the positive effects of power addition able to outweigh
the negative effects of potential phase cancellation? The
answer is not simple but the following trend is notewor-
thy: the lower the crossover frequency, the more favorable
the conditions are for a wide crossover range. This is due
to the large wavelength size relative to the physical driver
offset and to the tangible benefit of utilizing every avail-
able ounce of low-frequency power addition possible. As
frequency increases, the wavelengths are small compared
to the physical displacement, and isolation from phase
cancellation becomes more crucial. In addition, the HF
drivers tend to be more fragile mechanically, which bodes
well for steeper filters to minimize excursion.

Crossovers slopes may optionally be asymmetrical. The
slopes of the high and low drivers may be different orders.
Asymmetrical crossovers usually contain steeper filters
for the high driver to improve excursion protection, and
broader filters for low driver to extend power assistance
into the crossover area.

Filter Topology 
There are various filter topologies such as Bessel,
Butterworth and Linkwitz-Riley. As discussed in the first
chapter, these differ primarily in how the area near the
corner frequency begins its descent. The merits of one type
over the other can be debated until the cows come home.
In the end, what matters is the result of the confluence of
the electrical and acoustical factors, as seen in the final
combination. I restate my position that the creation of
engineered systems with phase-aligned crossovers is the
responsibility of the manufacturer of the system. These
should be designed in anechoic conditions and thor-
oughly researched for maximum component reliability,
stability and maximum power addition. Attempting to
design acoustical crossovers of this type in the decidedly

Filter Order 

The "crossover range" is defined as the area around the
crossover center frequency where the two signals remain
highly interactive. The crossover range may contain a vari-
able mix of the coupling, combing and combining zones,
but is limited at either end by emergence into the isolation
zone. The slope of the filters defines the size of the cross-
over range, with steeper filters having a range-shortening
effect. The goal is to isolate before cancellation, a race of
amplitude vs. phase. The strategy would seem very sim-
ple, i.e. use steep filters which isolate quickly, and this
simple solution has gained great popularity in the indus-
try. However, this practice has an aspect of "a tiger chasing
its tail" in that the phase delay is greatly increased by the
steeper filters. Therefore, as the filters decrease the size of
the crossover range, they increase the relative phase shift
therein. Steep filters also require the corner frequencies to
become closer together to prevent gapping. The result is
that while the size of the crossover range is reduced, the
degree of volatility inside that range is increased. Like
most everything in life, we have a tradeoff.

Crossover filter slope tradeoffs:

• Low order: large range, low phase shift, minimum HF
driver excursion protection, maximum acoustic addi-
tion, minimally detectable transition.

• High Order: small range, high phase shift, maximum HF
driver excursion protection, minimum acoustic addition,
maximum detectable transition.

The other factors involved in the tradeoff include acous-
tic addition. The properties of summation outlined above
reveal the opportunity for the two devices to share the
power burden in the crossover area. Assuming that both
drivers have suitable power capability in the crossover
range, there is a potential for up to 6 dB of additional acous-
tic power. This power addition comes from drivers adding
together in the coupling and combining zones. Using the
combined power of two drivers working together allows
the speaker system to create a given SPL with less individ-
ual driver effort, thereby reducing the individual compo-
nent excursion. Steep slopes minimize the crossover range
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understanding how changing one 
parameter can affect a seeming 
unrelated issue. Examples of 
this are the role that crossover 
and delay settings can play in 
affecting the directional response 
of a loudspeaker or array of 
loudspeakers.

Sam Berkow 

challenging conditions of the field is something I try never
to do. If we don't trust the spectral crossover parameters
given us by the manufacturers, why would we trust their
speakers?

Crossover Audibility 
Our efforts to create an accurate transmission include sup-
pression of clues that we are listening to a speaker rather
than the original artist. Violins do not have crossover fre-
quencies. An ideal multiway speaker system will be able
to play all notes of the scale without the listener noticing a 
transition between drivers. Efforts to mask the presence of
a crossover in our speaker will help greatly in this regard.
There are several mechanisms that can expose the transi-
tion between drivers. The first is driver displacement.
The probability of distinct localization increases as drivers
move apart. This is not an issue for most modern sound
systems since the boxes contain both high and low driv-
ers in close proximity. This can be an issue for subwoofers,
which are often a large distance apart from the mains. The
second factor is overlap, which can expose the crossover
transition by having too much or too little overlap. Those
with extremely steep filters provide a sudden transition
that can occur in a single note of the musical scale. This
becomes most audible if the transition moves between ele-
ments which exhibit large differences in pattern control
as is found when we transition from a front-loaded cone
driver to a narrow horn. The reverberation character of
the sound can suddenly change with the transition. On
the other hand, if the overlap is too high, the filters will
not have achieved sufficient isolation to prevent combing
around the crossover center. This can occur either above or
below crossover (or both) and leaves the crossover exposed
by the presence of dropouts in the response.

Since we are lacking an accepted term for this phenom-
enon it is hereby dubbed "crossover audibility" and is
defined as: the ability of a listener to hear the transition
from a loudspeaker component working in one frequency
range (or location) into another driver working in a differ-
ent range (or location). It should come as no surprise that

our goal would be to make the crossover as inaudible as
possible. Likewise it should come as no surprise that mini-
mal displacement, minimal coverage angle transition,
minimal combing and more gradual filter slopes have the
highest prospects of slipping under our sonar. The clues
that our hearing mechanism picks up are abrupt changes in
the sonic character between notes in a scale. Displacement
causes an abrupt change in localization. Combing causes
an abrupt change in level as one note disappears and the
next returns. Coverage angle transition causes a change in
the reverberant field, leading the listener to feel as if one
frequency is far away in a reverberant space while the next
is nearby in a dry space.

Crossover Overlap 
The elements will overlap in the crossover region. If the
elements combine at their -6 dB points, the center will
sum to O dB (a unity class crossover), provided the phase
response is matched. At frequencies above and below
the crossover point, the amplitude and phase responses
will both begin the process of moving apart. The result is
successively lesser amounts of addition, which is exactly
what is required to maintain a constant summed level.
Our design intent is that the remaining addition will fill
in for the individual response rolloffs. Once isolation has
been achieved, the extent of the addition tapers such that
the individual nominal response matches the combined
responses in the crossover region. This can only come
about if the amplitude isolation occurs before the relative
phase response has moved into the cancellation side.

With non-coaxial two-way systems the drivers are
physically displaced in at least (and hopefully at most)
one direction: vertical, or horizontal. The crossover point
can only be perfectly optimized for a single point within
the coverage of the system. The choice of this point, sub-
ject to discussion, is not one to be selected arbitrarily. The
best choice for such point is the one that yields the highest
degree of usable crossover coverage without cancellation.
It is given that any point off-axis to the optimal point will
have less than a perfect phase addition, and that even the

Perspectives: The 
key to successful 
system "tuning" is: 
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best alignment will have cancellation points somewhere,
but that does not prevent us from having objective criteria
for choosing this point.

Specification:

• The spectral crossover optimization point should be
chosen to provide the maximum angle of coverage
without cancellation in the crossover range.

• The angle should remain as constant as possible over
distance.

The most common mistake in this matter is the tendency to
optimize the system for on-axis to the HF horn. The roots
for this practice are understandable since the HF horn pro-
vides the principal source of angular control for the sys-
tem. The vulnerability of this approach can be found by
returning to the triangulation concepts discussed earlier.
Alignment to the horn axis introduces the right triangle
summation response and therefore cannot hold its syn-
chronicity over distance. The phase optimization can only
work at one distance. At distances closer than this point the
HF driver leads and at points behind, the LF driver leads.
Such approach also results in an asymmetrical response
at angles off the center line of the horn. This is due to the
different rates of change over angle. In one direction you
move away from both drivers, in the other you move first
toward the LF and then away from both.

Figure 2.34 Choosing a phase ali            er distance. Note that the
spectral crossover (HF range to LF
range) is also a spatial crossover (HF
location to LF location)

A superior method comes from using the equidistant
center between the drivers. Any difference in depth will
be compensated by delay. We now have the familiar isos-
celes triangle of the coupling zone. This approach creates a 
situation where the relative angle change and relative dis-
tance change occur at the same rate. With this method, an
optimization done in the relative near field will hold up
over long distances. It is also worth noting that we have
already begun to apply the concepts of the spatial divider
(in this case between the HF and LF drivers) in order to
optimize the combination effects of the spectral divider.
The linkage between the two domains has begun.

An alternate approach regarding spectral crossovers is
that the center frequency should be joined with the two
elements being at their —3 dB points. If the responses are
phase-aligned, the summation response will show a 3dB
rise, creating an overlap class crossover. This can be
returned to a unity class crossover by setting the relative
phase responses to 90 degrees apart. However, 90 degrees
apart as a starting point is dangerously close to the edge of
the phase abyss that begins at 120 degrees. Therefore, the
isolation between the drivers must occur very rapidly to
avoid the slide into cancellation. This is challenging since
bringing the drivers together at their —3 dB points causes
the overlap area to be more interactive. Such an approach
requires the use of steep filters in order to isolate quickly.
This limits the usable crossover range substantially and
reduces the power sharing between drivers. The zero
degree overlap method has a 3 dB combined power advan-
tage and 90 degree phase addition advantage over the
—3 dB, 90 degree method in the race against cancellation.

An overlap class spectral crossover is used primarily in
low-frequency applications, where the wavelengths are
sufficiently long to remain in the coupling zone. The typi-
cal application is the overlap of subwoofers and full-range
enclosures. These systems can share the range from 60 Hz
to 120 Hz, and there are good reasons to take advantage of
the redundancy. First, this frequency range has some of the
highest power demands in the entire system. We can use all
of the headroom we can get. Second, the physical displace-
ment of the drivers tends to be close enough that the phase
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Figure 2.35 Spectral crossover alignment example
(a) Individual responses of two-way loudspeaker. Note
the convergence of the phase traces around the spectral
acoustic crossover point of 900 Hz. (b) The combined
response of the same speakers shows a coupling zone
transition to isolation without combing. The crossover
progression shown here is found in the third tier of the
pyramid shown in Fig. 2.26
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responses remain in the coupling zone over a substantial
range. Third, crossover audibility can be decreased in cases
where the main speakers are flying and the subwoofers
are grounded. Finally, the directional control of the system
may be improved by the additional beam concentration
obtained through the presence of additional sources.

Crossover Asymmetry 

There are two common forms of asymmetry in acoustical
crossovers: slope and level. If the two components con-
tain different rolloff rates, the transition out of the cou-
pling zone toward the isolation zone will be asymmetri-
cal. Asymmetrical slope rates can be used effectively, but
their action must be anticipated. The mixing of even and
odd filter orders (e.g. second order and third order) would
most likely require a polarity reversal and mismatched
corner frequencies to achieve a unity crossover result.

Asymmetrical level setting can also cause unexpected
results if the effects are not compensated. It is given that

the relative level of the component systems is matched at
the crossover frequency If the level of one of the compo-
nents is changed, the crossover frequency shifts. If the HF
level is raised the crossover moves downward and vice
versa. There are a number of important ramifications of
this action, which illustrate that such a decision should
not be taken lightly. First let's clarify an important aspect
regarding acoustic power and spectral crossovers.

A mix engineer needs a certain amount of power capabil-
ity in the system to obtain the desired sound. That quantity
is not found by a single number. Even if we were able to
give an engineer a system that delivers 130 dB ,SPL, this
is not necessarily enough level to mix even soft lullaby
music. Why? Because the proposed 130 dB SPL system
might be 64 subwoofers and a single bookshelf speaker.
It can deliver 130 dB SPL all the way up to 100 Hz. After
that, good luck.

What is required is a system able to deliver the required
level at all frequencies. That does not mean that 130 dB

Figure 2.36 Asymmetrical spectral crossover slopes. The slope of
the low-pass filter is steeper (third order) than the high-pass filter
(second order). Manufacturers and end users employ a huge variety of
asymmetrical filter sets for such applications
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Figure 2.37 Asymmetrical crossover level setting, (a) The HF and
LF channels overlap in the 1200 Hz range. The phase responses are
also aligned in this range, ensuring a coupling zone summation with
minimal combing zone, (b) The level of the LF amplifier was reduced
6 dB. The spectral acoustic crossover is now around 800 Hz. The
phase responses are nearly 150 degrees apart at this frequency,
ensuring combing zone summation around the spectral acoustic
crossover
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needs to be delivered at all frequencies, just that we get
what we need for that music. For any given frequency
range there is an SPL requirement, and some part (or
parts) of the system must deliver it.

Here is how this relates to the spectral crossover. The
mix engineer has a power need and is not concerned about
which driver will deliver it. If we set our two-way cross-
over to 1kHz we will deliver the power needed in the 1kHz
range via the combined response of both drivers. The areas
above and below will take delivery from their isolated
components alone. If we were then to move the crossover
down to 500Hz the range of power sharing moves down an
octave and the division of labor proceeds from there. This
means that at 1kHz the HF driver must now go it alone and
it will need to supply an additional 6dB of power to make
up for the loss of LF driver assistance. The mixer's needs
have not changed. The acoustic power is still needed. The
question is simply who will deliver it.

Effects of a relative level on the spectral crossover range:

• The relative phase response, if matched at the previous
frequency, will no longer be matched, and therefore will
need adjustment. If these are left unadjusted the cross-
over will not add to full power and the efficiency and
reliability of the system will go down.

• The polar response of the HF and LF components
changes over frequency. Therefore the rate of polar
change through crossover may be affected. For example,
HF horns tend to become wider as the cutoff frequency
is lowered, while LF drivers narrow as the cutoff rises.

• The choice of cutoff frequency has a very large impact
on the excursion required of the HF driver to produce
the same acoustic power at the cutoff frequency. This is
a complex subject beyond the scope of this text, but basi-
cally amounts to this: the excursion rises exponentially
as the frequency drops. For example, moving the fre-
quency down an octave (0.5f) requires 4x the excursion
to produce the same acoustic power.

• The lowering of a crossover may cause the device to
operate below the resonant range of the horn, making
for lower efficiency and requiring still more excursion
to achieve the demanded SPL.

• For systems with steep crossovers, an offset in level cre-
ates a "step function" in the frequency response, i.e. the
crossover area shows a sudden, steep, cliff-like rise in
response. As the crossover slope rises, the level change
will have a lesser frequency-shifting effect and instead
will create a "fault zone" at crossover. Needless to say,
this is an undesirable listening condition.

The most common justification for crossover level changes
is the perception that the user can reduce the system equal-
ization needs. The concept is that systems couple much
more extensively at the low frequencies than they do at the
highs. Therefore a spectral balancing is performed which
reduces the need for large cuts in the low mid-range areas
by turning down the LF drivers. The fallacy is that few
systems couple evenly from the low frequencies up to
the HF driver crossover frequency. The result is excess
HF driver wear and tear in order to keep from wearing
out the parametric filters. I have seen many a fractured
HF driver from this practice but never yet seen a filter
damaged because it had worked too hard removing a low
mid-peak.

The rate at which the center frequency shifts due to level
changes is dependent upon the slope of the crossover. Low
slopes will change at the highest rate, high slopes at the
slowest. An infinite slope will never change the center fre-
quency. This should not be misunderstood as an advan-
tage for the steep slopes. Steep crossovers with large level
offsets are extremely audible as the combined response has
an abrupt, step-like rise in level at the crossover. To picture
this, visualize an infinitely steep crossover as two blocks
placed side by side. As you slide one block up, the center
between them does not change, but rather becomes a verti-
cal cliff at crossover. As crossover slope increases greater
care must be taken to level match at the center.

Final note: the recommendations of manufacturers
regarding spectral dividers should be treated with respect.
A reputable manufacturer invests considerable research
into obtaining optimized parameters. They have knowl-
edge of the system power capabilities which cannot be
obtained in the field (except the hard way). Makers are able
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Figure 2.38 Spectral acoustic crossover with infinitely steep (theore      

to measure in controlled acoustic conditions, etc. The
complexity of the task is daunting. Although I have been
a practitioner in system alignment for over twenty years,
I do not make it a practice to deviate from manufactur-
ers' settings unless and until I have determined that the
delivered parameters simply cannot work. When such
cases occur, I follow the guidelines stated above. When the
manufacturers' recommended parameters work, I happily
move on to other matters.

Spatial Dividers and Spatial Crossovers

Spectral vs. Spatial 

This section initiates a paradigm shift in the approach to
acoustic crossovers. What we will see is that the princi-
pals of the phase-aligned spectral crossover that are the
center piece of the previous section will be reapplied in
a new context: the spatial crossover. The spectral divider
physically splits the spectrum into separate signals for
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each speaker and the acoustic signals are combined at a 
particular frequency: the spectral acoustic crossover. The
spatial divider physically splits the entire signal into sepa-
rate speakers and the acoustic signals are combined at a 
particular location: the spatial acoustic crossover.

Let's take a pair of two-way speakers as an illustrative
example. Each of the single two-way speakers will divide
the spectral duties between the HF and LF drivers, yet
both drivers will cover the same listening area. The spec-
tral load (the high and low) is split, but the spatial load
(the coverage area) is shared equally.

Each of the elements of a two-speaker array will divide
the spatial duties between the elements, yet the drivers in
both will cover the same frequency range. The spatial load
is split, but the spectral load is shared equally.

Such an array contains both species of acoustic crossover,
and the approach that we will use to optimize the response
in this most sensitive area will be the same: the phase-
aligned crossover; i.e. wherever two signal are found to be
equal in level, they must be made to be equal in phase.

What we will see in this section is that spatial division,
the process of separating our listening area into zones, is so
directly analogous to the separation of high, low and mid-
range drivers that a single set of principals will apply to a 
four-way crossover in a single enclosure (spectral) or a four-
element array (spatial). The final piece of the puzzle will
fall into place as we find that the walls of the room are the
ultimate spatial dividers and that their reflections are gov-
erned by the same principals. The revision of conventional
terminology will require some time to assimilate, but the
effort is worthwhile in the end as the mysteries of speaker
and room interaction yield their secrets.

Common ground between spectral and spatial acoustic
crossovers:

• Both interactions are governed by the properties of
acoustic summation.

• The strategies for achieving optimal summation are
rooted in the same concept: the phase-aligned cross-
over.

Differences between spectral and spatial acoustic cross-
overs:

• The spatial crossover can run through the full audio
range and therefore is much more sensitive in terms of
our ability to isolate without cancellation.

• Whereas a relative phase change in the spectral divider
affects only the frequency range of that crossover, the
relative phase in a spatial divider affects all frequencies.

Analogous functions:

• The position in the room where two speakers share equal
level is analogous to the spectral divider crossover fre-
quency. This area will once again be the coupling zone.

• The directional control capability of the speaker is anal-
ogous to the spectral divider slope. A highly directional
speaker is like a steep crossover.

• A change in relative level between speakers becomes
a change in the position of the spatial crossover point.
This is analogous to the crossover frequency shift in the
spectral divider that results from changing the level of
one of the drivers.

• The power addition capability that comes from horizon-
tal or vertical overlap in the spatial crossover is analo-
gous to the usable overlap in the crossover frequency
range of the spectral divider.

Spatial acoustic crossovers are much more complex than
their spectral counterparts, yet they are really just varia-
tions on the same theme. Place two identical speakers in any
orientation and find the mid-point between them. That's
the crossover for all frequencies. That's the center of the
coupling zone for all frequencies. That was easy. The next
part is a little harder. Now we have to find our way out of
there to the isolation zone, the position where one speaker
is 1O dB more dominant in level. This is easily found at any
one frequency. If the speaker has the same directional pat-
tern for all frequencies then the break point into the isola-
tion zone would be as simple as single-line rolloff found in
the spectral divider. Unfortunately, the chances of finding
this in the field are less than that of spotting a unicorn.
In the real world, we will find that the low frequencies
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edges of a number of simpler 
systems. Successful management 
of the transitions between two 
speakers in an array and the 
transitions between arrays help to 
create seamless coverage. 

Alexander Yuill-Thornton II 
(Thorny)

overlap much more than the highs. Therefore, we will have
different points in the room for the borders of the comb-
ing, combining and isolation zones over frequency. These
borders depend on both the amplitude and phase relation-
ships between the speakers so it is a complex task.

Crossover Overlap 
The overlap considerations pertaining to the spatial divider
are closely related to that of the spectral divider. If the ele-
ments combine at their —6 dB points the center will sum
to O dB, provided the phase response is matched. This
matches the crossover point level to that of the isolated
areas on-axis to the individual elements; a unity class
crossover. Just as in the spectral divider we will expect the
amplitude and phase responses to move apart off-centre
and aspire to isolate before cancellation occurs. Once iso-
lation has occurred the extent of the addition tapers off
such that the individual nominal response matches that of
the combined responses in the crossover region.

A fundamental difference between spatial and spectral
dividers is that all three crossover classes can coexist in a two
element spatial summation (a two-way spatial crossover).
The transitions occur over distance and over frequency.
In the near field we will have a gapped crossover, which
finds unity and eventually will overlap. Over frequency
we find that the transition rate changes as the directionality
changes. Low frequencies may immediately overlap at loca-
tions where the high frequencies are still gapped. Examples
of these effects are found in Figs 2.39 and 2.40 respectively.

Speaker Order 
The directionality of the speakers defines the size of the
crossover range, with narrow speakers having a range-
shortening effect. The goal of spatial acoustic crossover
design is the same as the spectral acoustic crossover dis-
cussed previously: to transition out of the crossover region
before the relative phase responses reach the subtractive
side of the circle. Once again we have a race of amplitude
isolation vs. phase cancellation but this time with a much

Figure 2.39 Spatial crossover classes change over distance. A pair of displaced sources
will go through all three crossover classes. The transition sequence expands over distance if
the speakers are moved apart, the element coverage angle is decreased or the splay angle
increased

Perspectives: Tor me, a 
complex sound system 
is an assemblage of the 
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Figure 2.40 Spatial crossover class changes with frequency. As frequency falls the crossover
will overlap due to lack of pattern control

lower margin for error. Since the spatial divider runs over
the full frequency range it is analogous to having a cross-
over at every frequency. What are the prospects of getting
to the isolation zone before cancellation with a 16 kHz
crossover point? Not good. The reason is wavelength. The
physical offset between the arrivals at the listening point
will have to be less than half of our finger width! There is
no perfect solution, but it can be approached. This is about
damage control, and making compromises.

Speaker order concerns for spatial crossovers:

• There is no such thing as a speaker with uniform
directionality over frequency. Therefore the slope of the
crossover changes with frequency. (Note: coverage pat-
tern specifications for speakers give a "nominal" cover-
age pattern. The exact nature of how nominal is defined
has no industry standard.)

• The only prospect for success is a speaker that has the
more directional control in the high-frequency range
than the lows. Since our slope will affect our degree of

overlap it will be a defining factor in the choice of rela-
tive placement of the speakers.

• Since the wavelengths at the high end are the smallest,
they will have the least margin for phase offset. There-
fore, controlling the high-frequency overlap will be
crucial. Mid-range and low-frequency overlap can be
accommodated to a larger extent since the wavelengths
are long enough to minimize cancellation.

• The high frequencies will need to have the shortest pos-
sible differences in path length if they are overlapping.
If the displacement is large compared to the wavelength
the systems must be isolated.

While there are no speakers with uniform directional con-
trol over frequency, this does not mean that there is no
difference between highly directional speakers and wide
coverage units. They all go wide in the low end, but differ
in the mids and highs. These can be viewed as having dif-
ferent ratios of LF, MF and HF directionality.

Spatial crossover example: an example first-order
speaker (see Fig. 2.41) has a 270 degree pattern at 250 Hz



105

manufacturer. The line array was 
flown at the height of 6 meters on 
both sides of the stage in a concert 
hall. I was introduced to a mixing 
engineer who exclusively worked 
for the concert hall and was told 
that the tuning of sound system was 
done by him. The mixing engineer 
was very confident of the outcome. 
I checked the sound by playing a 
CD as the music source. There was 
much reverberation as well as some 
peaks that 1 could not ignore. So I 
suggested we take measurements and 
tune the system using SIM machine. 
I brought in SIM3 and started from 
readjusting the crossover among 
individual speaker units within each 
element of speaker system. 

At first, I set the phase responses 
and made the amplitude value even. 
Then I gave angles to the rigged 
element aiming at the appropriate 
direction to adjust energy balance 
as a whole. Also, I performed the 
alignment of subsystem, making full 
use of parametric equalizer and delay 
machine.

As the result of my attempt, the 
sound image that had been scattered 
all over the place concentrated 
toward the center of a stage. Timbres 
and orientation of each musical 
instrument became distinctive. Even 
the reverberation decreased. All those 
who were present on that occasion 
praised, "This is MASU MAGIC!" 

I know that I owe this magic to 
SIM that took measurements of 
phases and carried out optimization. 

Akira Masu 

and settles down to a 90 degree pattern over the range of
1 kHz to 16 kHz. This speaker could be characterized as
having 3:1:1 ratio of directionality over frequency. A unity
class crossover will be created if speakers are splayed
apart by 90 degrees. At frequencies below 1 kHz the over-
lap would increase and there would be a wider combina-
tion zone and smaller isolation zones.

Figure 2.41 Speaker order as a function of beamwidth. High order speakers
have the widest ratio between low-frequency and high-frequency coverage
angle

An example third-order speaker has a similar low- and
mid-frequency response but narrows down to 7 degrees
at 16 kHz. This speaker could be characterized as having a 
40:12:1 ratio of directionality over frequency. A unity class
crossover now requires a 7 degree splay. The amount of
overlap at 1 kHz exceeds 90 per cent of the patterns!

In both cases the splay angle of the speakers must be set
to no more than the narrowest angle: that of the high end
to prevent a gapped crossover. In the overlapped ranges
the speakers will couple, comb or combine, depending
upon the relative level and phase but they will not iso-
late. The first-order speaker would have much less over-
lap over frequency and therefore could withstand a higher
amount of physical displacement. The third-order speaker

has so much overlap that physical displacement must be
absolutely minimized.

There is no hard line between the speaker orders like
there are for filters. The change in coverage is gradual.
Nonetheless the distinction is useful, as it will allow us to
classify speakers without needing to separate them into
hundreds of levels. The classification is derived from view-
ing the directional control of a speaker as a form of spatial
filtering. The nominal response is the on-axis response. The
classifying factor is the degree of filtering over a quadrant
of coverage (a 90 degree slice) over frequency. A "zero"-
order speaker would be one that has the same level at the
center and edges of the quadrant; a flat line (360 degrees
of coverage). A first-order system has dropped 6 dB at the
± 4 5 degree edges, while second- and third-order speak-
ers fall 12 and 18 dB respectively (see Fig. 2.42). The rolloff
rates correspond roughly to 90, 45 and 22 degrees respec-
tively. These are approximations but serve to prevent us
from falsely visualizing that a 7 degree speaker is a thin
slice of pizza at all frequencies.

The shape created by the speaker coverage pattern can
be visualized with the familiar crossover shapes explored
earlier as shown in Fig. 2.43. The first-order systems show
the gentle slopes while the third-order shapes are steep.
The shape does not hold over the full frequency range.
The relationship between the speaker-order shapes over
frequency is shown in Fig. 2.44. Here we can see that the
gentle slopes of the first-order system closely approximate
the coverage shape over the full range. As we move to the
third order we see that the steep shape is unrepresentative
of the mid- and low-frequency responses.

The spatial crossover point at a given distance depends
upon the individual patterns and the displacement
between them. A unity class crossover can be created for
all three speaker orders, but will require different displace-
ments, with the third-order speakers needing to be closest
together. This is shown in Fig. 2.45. Alternatively if the spac-
ing were to remain constant the distance at which the unity
class crossover occurs will change (third being the lon-
gest). Note that as distance from the sources increases

Perspectives: An anecdote 
about using a line array 
system of a certain 
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Figure 2.42 Speaker order slopes over frequency normalized to the on-axis
response. The rate of high-frequency rolloff over a quadrant ( ± 4 5 degrees
from on axis) is shown

Figure 2.43 Spatial shapes change as a function of coverage angle. The speaker order
categorized the shapes into three basic shapes

the proportion of the combing and combination zones speakers can be splayed at any angle up to their unity class

becomes a larger proportion of the coverage area. angle. The unity crossover distance will come from the order, Speakers

over shapes will be modified accordingly (Fig. 2.46). The angle and displacement must compress proportionately.
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Figure 2.44 Speakers are unable to hold their coverage angle over their full frequency range,
which makes the shape applicable to a limited range. As speaker order increases, the variation
from its high frequency shapes increases

Figure 2.45 The speaker order affects the spacing between the units in order to achieve                 point
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Figure 2.46 The introduction of angle between the speakers creates a combined shape. The
spacing and angle must be proportional to the speaker order to maintain a unity class spatial
crossover

For a given speaker order, as the angle opens up the speak-
ers must be moved closer together to maintain unity class
crossover at a given distance. Alternatively the speakers
can be widened or spaced apart and the unity crossover
distance moved outward.

Crossover Asymmetry 

Asymmetrical spatial crossovers are created whenever
unmatched parameters are present in the crossover range.
Level, slope and angle differences create an asymmetrical
combined shape. (Angle differences do not become a fac-
tor until at least three units are used, since then there are
two splay angles.) These factors are shown in Figs 2.47-
2.49. Level offset causes the spatial crossover point to shift
closer to the lower level speaker. The crossover point shifts
in the direction of the quiet speaker as does the inter-active
combing and combination zones.

Multiway spatial crossovers can be used to subdivide
coverage into an infinite number of slices. As with two

units, the spacing and speaker order will determine the
depth of the unity class crossover (Fig. 2.50). As more
devices are used, we will need to employ higher-order
speakers and closer spacing for the job. This brings us to
a critical point: the fact that the low- and mid-frequencies
will have large amounts of overlap in such dense multiway
systems. The unity class spatial crossover cannot be main-
tained over distance and over frequency except for a very
small number of cases. We are building up to how to do this,
but the answers will not come for several chapters yet.

The nature of the multiway interaction is shown in Figs
2.50 and 2.51. The familiar crossover class zones are shown
as they progress over distance. At wide spacings the transi-
tions are spread apart. As the spacing decreases the zones
compress. When a third element is added two new cross-
overs are added: the second and third element, and that of the
first and third element. The additional elements extend the
unity crossover zones outward (horizontally) but have the
inverse effect in the overlap zone. There are actually three
overlap zones, which stack together in a pyramid-type
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Figure 2.47 Level offset creates an asymmetrical crossover. The spatial crossover position
shifts in the direction of the lower-level speaker

Figure 2.48 Level offset affects the combined shape of an angled pair. As offset increases the
shape bulges forward of the louder speaker

Summation
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Figure 2,49 Mixing of speaker orders creates an asymmetrical spatial crossover. This is
further affected by changes in level and angle. A great variety of spatial shapes can be
constructed by the mixing of asymmetrical speaker orders, angles and levels. The three
factors of speaker order, level and angle can all be used together to create the optimal shape
for those applications where asymmetry is required

110

Figure 2.50 A unity class spatial crossover can be constructed from an infinite number
of sections. To maintain unity class will require steeper slopes as the number of sections
increases and their spacing decreases
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Figure 2.51 The spacing and quantity of elements will affect the crossover class transition
points. As spacing decreases (center) the transitions compress to a shorter range. As a third
speaker is added (right) the overlap area increases and the combined response bulges forward

shape. As frequency goes down the coverage pattern wid-
ens and all of the zones compress downward.

The nature of multiway arrays is complex. For the
moment we are introducing the mechanisms that govern
them. In such systems there is no more decisive factor
than crossover overlap. A lack of overlap causes cover-
age pattern extension. A large quantity of overlap can
cause pattern narrowing or scattering. An introduction
to the multiway spatial crossover is found in Fig. 2.52. In
all cases a pyramid shape emerges. The degree of overlap
will decide the steepness of the pyramid steps.

Crossover Audibility 
Crossover audibility takes on a different form in the spa-
tial divider. The three factors outlined previously for spec-
tral dividers all come into play again. Spatial dividers are
much more difficult to hide since it is virtually impossible
to transition through one without some area of combing

in the high frequencies. They are also very likely to have
substantial physical displacement, such as the case of a 
frontfill / center cluster crossover. Crossover slope is expe-
rienced differently as well. High-order systems may be
highly detectable but only in a very small space, while
low-order systems will be less detectable, yet spread over
a wider space.

The most salient difference, however, is that spatial
crossovers are audible only in specific locations. Spectral
dividers, when audible, tend to be so over most of the cov-
erage area of the device. Spatial crossovers can be placed
on aisles, balcony fronts and other places that render their
deficiencies academic. Not so the spectral divider.

Rather than having sudden spectral quality shifts that
clue the ear, the spatial divider gives itself away by shifts
in angular position. The crossover between two speaker
elements will be most transparent if the relative angle of
origin of the two sound sources is small. Our ears are able
to pick up localization clues, and large angles between the
speaker positions will give them away.
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Figure 2.52 Multiway systems can be constructed with varying quantities and degrees of
overlap. As overlap increases the power addition rises and the shape transitions from a gentle
slope toward a beam

Perspectives: The most 
difficult aspect of system 
tuning is resisting the 

temptation to draw nice straight 
lines on the computer screen when 
using any kind of analysis tool, 
he it RTA or FFT based. Many 
times, I have seen and heard the 
results of blindly drawing pretty 
curves on the computer screen and 
pronouncing the system "tuned." 
Most times this sounds awful. 
Without an understanding of all 
the interactions that take place 
when loudspeakers are arrayed in 
an environment, electronic and 
acoustic, the display on the screen 
is little more than a glorified Etch-
a-Sketch!

Dave Revel 

Other clues will be mismatched responses in the cross-
over area. The most obvious is when one speaker has HF
range extension well above the other. This is a factor that
must be carefully managed when crossing over small for-
mat speakers such as frontfill and under balcony speakers
with main systems.

Another clue comes in the form of the relative distance.
Speakers that are close in proximity will have superior
signal to noise over those at distant locations. This is
due to the increased proportion of reflected energy in
the response of the far speaker. When near speakers are
crossed over with far speakers great care must be taken to
manage their relative levels so that the near speaker is not
allowed to stand out above the distant speaker.

Speaker Arrays
Introduction
We are now ready to apply our study of summation and the
acoustic crossover to the practical construction of speaker
arrays. Add two speakers and the sum will depend on their
relative amplitude and phase. Add ten speakers and they

will behave exactly as the summation of the summations.
The spatial distribution of the arrays will depend upon a 
limited set of key parameters: the individual elements, their
displacement, their relative angles, relative distances and
relative levels. The points of confluence of these parameters
are at the spatial crossovers. If we can successfully merge
the systems at these meeting points, the rest of the coverage
area will become predictable and manageable. All of these
factors can be independently controlled in our design and,
to a lesser extent, in our optimization process.

Our study here will be a methodical treatment of the
role that each of these parameters plays in the creation of
the different types of arrays. Once exposed, these indepen-
dent mechanisms become manageable, and the seemingly
infinite complexity of a multiple element speaker system
becomes a composite of known and understood parts.

Speaker Array Types
There are a number of different types of speaker arrays. If
we spend much time reading the trade news we could come
up with the conclusion that there were hundreds of differ-
ent kinds, based on the trademarked names. Alternatively
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we could conclude these days that there is only one type of
array: the line array and that all other configurations have
gone the way of the steam engine.

The actual number of array types is three: speakers in
parallel, speakers angled outward, or speakers angled
inward. The speakers may be placed together or apart but
the same properties apply albeit on different scales. The
angular orientation is our first level of subdivision, and
the most important.

For the purposes of our discussion here, we will secondly
divide the speaker array types into two versions each: cou-
pled and uncoupled. The term "coupled arrays" refers to
those where the speakers are physically placed in direct
proximity. Standard touring arrays, or blocks of subwoof-
ers are examples of this type. "Uncoupled arrays" are those
where the elements are displaced with some unspecified
distance between them. These serve as guidelines regard-
ing the behavior of the arrays when closely or more dis-
tantly spaced. However, bear in mind that to 16 kHz the HF
drivers that are a hand's length apart have the same rela-
tive spacing as 100 Hz does to two subwoofers on opposite
sides of the stage.

All speaker arrays will begin the crossover class progres-
sion (the gap crossover) and possibly move on to the unity
and overlap class behavior. Speakers spread apart will take
longer to meet but provided the splay angle is less than the
coverage angle of the elements, they will eventually meet.
Does this mean that two speakers spaced 3 meters apart
are the same as two spaced 300 cm apart? No and yes. To
100 Hz the behavior is quite different between them. But
the behavior at 100 Hz for the wide spaced units is the same
as the behavior at 1 kHz in the closely spaced units. This
is because the source displacement of the units relative to
the wavelength is preserved. The behavior of arrays will
always have scaling factors associated with frequency.

Note: unless specified otherwise, this section assumes
the arrays to comprise identical speakers, driven with
identical signals. The arrays are described on a single plane
but the behaviors would be the same in either the verti-
cal or horizontal orientations. The individual speakers are
termed the elements of the array.

Theoretical texts on speaker arrays have had a tendency
to focus on the properties of arrays in primarily mathe-
matical terms. As a result these texts usually use idealized
omnidirectional speaker sources as their basis of expla-
nation. These are, of course, absolutely the correct model
for describing array behavior as a series of mathematical
equations. The premise of this text is to focus on describ-
ing the optimized design with minimal math require-
ments and maximum field applicability. Omnidirectional
full-range speakers do not exist in the real world, and they
would be useless in any practical form of speaker array if
they did. Our discussion of arrays is limited to those types
of devices that we might have occasion to use: speakers
which have more energy in front than in the rear. We will
not focus on omnidirectional radiation until we reach the
subject of subwoofer arrays.

The standard crossover progression for arrays begins
with the isolation zone (the gap crossover area near the
speaker), passes through the coupling zone (the unity
class crossover area where the patterns first meet) and
finally to the combing and combination zones (the overlap
crossover area where one element has spilled into the cov-
erage area of the other). Coupled arrays are in such close
proximity that the gap area is very short, essentially only
in the near field of the system. The unity class area follows.
The range of the unity class crossover will be completely
dependent upon the array type and on the choices of ele-
ments. Only one array type will hold on to unity crossover
performance over a virtually unlimited range. Others will
hold it for a limited range while some will blow though
unity and into the overlap zone in the blink of an ear. This
section charts out the behaviors of the different array types
in terms of how each one constructs its crossovers. We will
explore the variables that can be manipulated to shape
arrays by controlling their spatial crossovers. These are
the steering mechanisms for our arrays. Each of the arrays
has predictable behaviors, and most, but not all, will have
practical applications.

The six different array types are shown in Fig. 2.53. There
are two drawing series that will dominate our treatment
through most of the remainder of this chapter. The first
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Figure 2.53 Speaker array types

Figure 2.54 Guide for summation zone drawing s



115

details the spatial crossover class transitions for each of
the array types. The second details the progression of the
summation zones over the space. Thankfully, these panels
will do most of the talking for the summation behavior of
the array types. A guide to reading the summation zone
panels is provided in Fig. 2.54.

Note that the coupled point destination array will not
be covered in any detail here. The reasons follow.

For the coupled point destination array:

• This array is functionally equivalent to the coupled point
source in terms of behavior over angle, frequency, etc.

• It is impractical to array beyond 90 degrees because the
elements are aimed through other array elements.

• The geometry of most manufactured systems is unfa-
vorable due to the horn driver placement at the cabi-
net rear. A point destination array will have a higher
displacement than its comparably angled point source
counterpart.

• With the exception of the rare and special occasions
where physical logistics require the use of this array,
they are not preferred over their point source counter-
parts.

Coupled Arrays

We will begin with coupled arrays. The speakers are in close
enough proximity that the gap coverage area is restricted
to the very near field, an area where we are not expecting
to find sober audience members. As a result, the progres-
sion will move quickly into the highly interactive unity and
overlap zones. Coupled arrays are principally concerned
with the management of overlap, and as a result they are
the arrays that will bring power addition. The challenge
will be to obtain the maximum power addition without
excessively costly combing interaction.

Coupled Line Source 
There is no simpler array to describe than the line source.
There are no angles to be concerned with, only the number

of elements and their spacing. The behavior of coupled
line sources is also the simplest to describe, as well. Cou-
pled line source arrays contain an unlimited number of
elements at the most limited numbers of angles: one. All
units are facing in the same direction with identical orien-
tation. The crossover is described as a line originating at
the geometric center between the elements and proceed-
ing ahead and behind to infinity.

Crossover Class Progression
The spatial crossover class progression for the coupled line
source is shown in Fig. 2.55. Here we can see the principal
mechanisms that will drive this array's behavior. There
is a perfect consistency in the effects of the three major
parameters. Speaker order, displacement and frequency all
have the same effect: as they rise the transition points move
outward from the speakers. Another consistent feature of
the coupled line source is that overlap class behavior com-
prises virtually the entirety of the system's response. This
is both its most attractive and most ominous feature. The
overlap gives it the maximum power addition, but at the
cost of minimum uniformity.

Summation Zones
The first in this series is Fig. 2.56, where we see the results
of a pair of first-order speakers arrayed as a coupled line
source. The response is shown in the 100 Hz, 1 kHz and
10 kHz format which is used throughout this chapter. This
series brings together the summation icons presented
earlier and gives them context with the spatial crossover
locations. As for this particular scenario the results are
clear. The only position in the entire room that will enjoy a 
ripple-free frequency response is the exact center line; the
spatial crossover. All other positions will vary. This is the
result of overlap behavior at all locations. The summation
zone progressions can be seen moving symmetrically to
the left and right. The overlap is the dominant feature in
the 10 kHz range causing deep combing. The combing is
not reduced by distance, and finally relents when we have
gone off-axis. The proximity of the sources prevents the
combing from reaching down to low frequencies.
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Figure 2.55 Crossover class progression fact       

Figure 2.56 Summation zone progression factors for
the couple line source array, first-order speakers
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The area enclosed by the blue isosceles triangle is the
coupling zone. The close proximity of the elements confines
this and the on-axis right triangle area to a minute per-
centage of the coverage. The obtuse angle outside of
these confines does not yield isolation zone performance
because there is no angular separation. The 90 degree
patterns overlap out of time in the off-centre areas. The
source displacement can be deduced from the response.
The 10kHz response reveals 10 nulls (10 wavelengths dis-
placed, or 34 cm).

The next panel (Fig. 2.57) shows the effects of a 
change of speaker order. In this case the horn-loaded
second-order speaker has increased directional control
at all frequencies. The area of destructive interference
is not reduced (as a percentage of coverage). The high-
frequency combing covers the entire coverage area. Note
that the 1 kHz response is narrower than the 10 kHz
response. The HF responses are essentially passing
through each other whereas the mid-range wavelengths
are long enough to concentrate into a summed beam.

A pair of third-order elements is seen in Fig. 2.58. In this
case the individual high-frequency coverage is so narrow
that the gap coverage zone can be seen in the near field
of the speakers. This quickly gives way to overlap cover-
age and the summation concentrates the high-frequency
response into a single beam. The high-frequency response
has no combing zone in the far field since sufficient isolation
has been achieved to move us into the combination zone.
On the other hand we have virtually no coverage, since the
beam is concentrated to cover such a minute angle. Note
that the mid- and low-frequency responses are only nomi-
nally changed for all three speaker orders in this array.

An additional third-order element is added to the array in
Fig. 2.59. This has the effect of extending the gap crossover
range into two sections. The first section awaits the con-
vergence of adjacent elements and the second gap section
ends when all three elements have converged. This series
is plainly visible in the detail panel. The addition of the
third element adds power coupling to the array and nar-
rows the response at all frequencies further. It does nothing

Figure 2.57 Summation zone progression factors for
the couple line source array, second-order speakers
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Figure 2,58 Summation zone progression factors for
the couple line source array, third-order speakers

Figure 2.59 Summation zone progression factors for
the coupled line source array, change of quantity
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to address the fact that there is high-frequency cover-
age for a tiny area while much larger areas receive mids
and lows.

The complexity of the triangulation geometry increases
with the addition of the third element. There are now mul-
tiple triangles stacked together which increases the over-
lap over distance, causing the coverage angle to narrow.

We digress for a moment in order to address a funda-
mental property of the line source (both the coupled and
uncoupled versions). The parallel nature of line sources cre-
ates a pyramid-shaped series of summations. The number
of steps in the pyramid is equal to one less than the number
of array elements. The pyramid effect comes from the sum-
mation of previously summed systems. A three-element
system contains three crossovers, two between adjacent
system and one that sums all three. This can be viewed
as a pair of overlapping two-way crossovers and a single
overlapping three-way crossover. The forces that create
the pyramid are shown in Fig. 2.60. The phase contours

of the three elements converge initially into two zones of
addition (and one of cancellation). As we move further
away the three phase responses converge to form a single
beam, the pyramid peak.

The parallel pyramid does not stop with three elements
but rather continues moving upward for every additional
element. An eight-way line source pyramid is shown in
Fig. 2.61. The foundation begins with the isolated elements
(the gapped crossover) and then continues with 7 two-way
overlapping crossovers until it eventually converges into
a single eight-way overlapped summation. The distance
at which the pyramid steps transition will depend upon
how far we must travel to reach the overlap point. As ele-
ments become more directional or displacement increases
the distance extends. Since directionality is variable over
frequency, the slope of the pyramid will vary over fre-
quency. As a result the beamwidth of the array will be
highly variable over frequency. The parallel pyramid
operates over the full range of frequencies. If the highs are

Figure 2.60 Parallel pyramid for three elements
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narrow compared to the lows for a single element, then the
relationship will be preserved with additional elements.

If the wavelengths are large compared to the element
spacing, the pyramid base is so full of overlap that there is no
gap class crossover zone. Therefore the base of the pyramid
collapses and the steps do not become discernible until
sufficient distance has been traveled for the phase con-
tours to take on the coherent shapes which drive the pyra-
mid. Figure 2.62 shows the same eight-element array as
previously discussed in Fig. 2.61. Whereas the previous
figure showed the 10 kHz response, this one shows 1 kHz.
The third-order speaker has much less directional control
at 1 kHz and therefore the overlap is much higher. Only
the top three levels of the pyramid are clearly visible.

Coupled Point Source 

The coupled point source adds splay angle to the equation.
This opens many possibilities for creating variable array
shapes. We can mix speaker orders, splay angles, levels
and delay to do the shaping. The couple point source has

one feature that no other array type can duplicate: it can
maintain a unity class crossover over distance. This is not
automatic, and it is variable over frequency, but no others
can duplicate this for even a single frequency This is done
by creating an array whose splay angle is equal to the ele-
ment coverage angle (the unity splay angle). If the cov-
erage angle remains constant over frequency, so will the
unity class crossover. If it widens we will move into over-
lap, if it narrows we fall into the gap. The factors affecting
the cross-over progression are described in the unsealed
renderings of Fig. 2.63. The next section takes these factors
and observes the summation zone progression in a scaled
application.

Crossover Class Progression
The crossover class progression for the coupled point source
is shown in Fig. 2.63. Here we can see the principal mecha-
nisms that will drive this array's behavior. The unity class
crossover can be maintained over distance for each of the
three orders. The unity splay angle must be selected for the
particular element. This angle becomes smaller as speaker

Figure 2.61 Parallel pyramid for eight elements
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Figure 2.62 Parallel pyramid for eight elements with
overlap effects

Figure 2.63 Crossover class progression factors for
the couple point source array
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order rises. For a given speaker order the proportion of
overlap will affect the transition rate. As overlap increases
the crossover class transitions will compress. For a given
splay angle the crossover class transitions will compress
as frequency and as speaker order falls, due to pattern-
widening in both cases.

Summation Zones
Let's begin with a first-order non-overlapping point source
(Fig 2.64). In this case a 90 degree speaker is splayed at the
unity angle. The result is the minimum interaction in the
crossover area. The summation zone progression proceeds
from the crossover line and reaches the combination and
isolation zones as it moves off-centre. The progression
holds the same qualities over distance. The isolation of the
elements is clearly seen in the HF response and to a lesser
extent in the mid-range. The displacement is small enough
to limit the mid-range combing and the low-frequency
range is undisturbed. Note the resemblance of the HF, MF
and LF shapes. The uniformity throughout the coverage
area for the full range of frequencies is very high.

The triangulation aspects work out quite differently than
with the coupled line source, even though the array axis
and element locations are identical. The splay angle sepa-
ration moves the on-axis energy of both elements away
from the isosceles and right triangles (coupling and comb-
ing) and into the obtuse triangle area (combination and
isolation zone).

An alternative form using a second-order speaker in a 
non-overlapping mode is shown in Fig. 2.65. The splay
angle will need to be revised to accommodate the narrower
element angle. In this case the element and splay angle are
40 degrees. The summation zone progression in the center
is similar to the first-order sequence, but is more com-
pressed. The isolation zone arrives more quickly due to
the decreased element coverage angle. The displacement
approximates 1 wavelength in the mid-range and results
in a single null pattern per quadrant. The displacement
at the low-frequency range is approximately 0.1 wave-
lengths. Therefore no evidence of dual radiation is seen.
Also noteworthy is the fact that here the mid-range
response is wider than the HF response.

Figure 2.64 Summation zone progression factors for
the couple point source array, first order
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Figure 2.65 Summation zone progression factors for t       

This approach can also be used for a third-order speaker
as shown in Fig. 2.66. The splay angle in this case is only 8 
degrees. The gap crossover area is clearly visible here in the
near field HF response. By the top of the panel the cross-
over has reached the unity point which will hold out for an
extended range. Note that the third-order system has the
highest ratio of low-frequency to high-frequency cover-
age angle. The unity class point source array has begun to
reverse the trend in that the high frequency widened while
the mid and lows narrowed. As we will see in Chapter 6,
this will be the guiding principal in third-order speaker
applications.

We will now look at the effects of various proportions of
coverage overlap (Fig. 2.67). In this case we view the HF
response with three different percentages of overlap. The
0 per cent version was already viewed in Fig. 2.64 and is here
for reference. The other panels show the response with 50 per
cent overlap (45 degree splay with a 90 degree element)
and 75 per cent overlap (22 degrees of splay). Two trends
are apparent. The first is an increased proportion of the HF
combing zone over the pattern. The 75 per cent overlap

more closely resembles the coupled line source than the
non-overlapping point source. The second trend is pattern
narrowing. As the overlap increases the pattern narrows.

We can make a point source become asymmetrical by
offsetting the relative levels. This is shown in Fig. 2.68. In
this case a first-order non-overlapping point source array
has one element reduced by 6 dB. We can see that the
crossover line shifts toward the left. The result is an asym-
metrical summation progression which reveals strong
combing to the left and isolation to the right. There are two
reasons that such an asymmetrical array would be unsuc-
cessful. The first is that the crossover point is no longer
phase-aligned. The coupling zone is still at the geometric
center (where time offset is 0 ms). The crossover is near
the lower level element and as a result it is in the comb-
ing zone with about 0.5 ms of time offset. This results
in the strong combing evident in the 1 kHz and 10 kHz
responses. This can be compensated with delay but that
is not enough to create a unity class crossover. The second
challenge is that the level change has not been compen-
sated by a corresponding angular change. At the center
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Figure 2.66 Summation zone progression factors for the couple point source array, third order

Figure 2.67 Summation zone progression factors for
the coupled point source array, overlap effects
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Figure 2.68 Summation zone progression factors for
the couple point source array, level offset effects

line (formerly the crossover) the responses can not create a 
unity crossover. The levels at the original center are —6 dB
and —12 dB respectively. The splay angle will need to be
closed inward to compensate for the level offset.

Note that the maximum splay angle (where element
equals splay) can only be used in a symmetrical crossover.

The phase-aligned asymmetrical point source requires
three parameters to be managed. As level offset rises, the
splay angle must decrease proportionally in order to pre-
vent a gap in coverage. As level offset rises the delay offset
at the newly created crossover point rises, and must be
compensated. This process is shown in Fig. 2.69 and can
be contrasted to the previous figure (2.68). The level has
been offset 6 dB. The lower level element is turned inward
until the splay angle is reduced by half (as was the level).
The lower level element is then delayed and a phase-
aligned asymmetrical array with a unity crossover is cre-
ated. Note that the summation zone progression is now
free of the combing zone interaction found previously and
that the progression on either side of the crossover line
begins symmetrically.

Three versions of the phase-aligned crossover are shown
in Fig. 2.70. Each contains the same two elements but dif-
fers in level, splay angle and delay. The symmetrical ver-
sion features matched levels, no delay and the maximum
angle. The most asymmetrical version is the scheme just
described in Fig. 2.68 (6dB offset, 0.46ms delay and 50
per cent overlap). The middle ground is found in the large
panel where 3 db of level offset is compensated by 25
per cent overlap and 0.15ms of delay. In all cases the cross-
over area centers at the coupling zone and the summation
zone progression moves predictably off of the center line
towards isolation.

Uncoupled Arrays
We now move on to the uncoupled arrays. The speakers are
no longer in close proximity and the gap coverage area can
be extended far into the field. As a result, the progression
will move slowly into the highly interactive unity and
overlap zones. The large displacement, however, ensures
that the interaction will become highly volatile once the
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Figure 2.69 Summation zone progression factors for
the coupled point source array, effects of level angle
and delay

Figure 2.70 Summation zone progression factors for
the coupled point source array, effects of level angle
and delay
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overlap has begun. Uncoupled arrays are limited in the
usable range of coverage due to these large displacements.
The challenge will be to limit the range of coverage with-
out excessively costly combing interaction.

Uncoupled Line Source Arrays 
Crossover Class Progression
The uncoupled line source differs from the coupled line
source only in scale. All of the crossover class and zone
summation progressions will proceed in exactly the same
order. The parallel pyramid will continue to stack up sum-
mations, albeit over larger distances. The reason for making
the differentiation lies in the practical applications of our
trade. We have huge issues of scale to deal with when we
are tasked to provide coverage for the front row as well as
the back of the arena. The coupled arrays will carry the long
throw but the uncoupled arrays will rule the near field.
We need to understand the behavior at the bottom of the
pyramid just as clearly as the top. A glance at the unsealed
renderings of Fig. 2.71 will show that the crossover class

transitions proceed in the same order, for the same rea-
sons as with the coupled line sources. The wavelengths
we are transmitting do not rescale and so the differences
in displacement will have very tangible effects. The rescal-
ing makes the gap crossover class no longer a minor side-
show. Whereas our focus on coupled arrays began at the
unity class crossover and moved on to the overlap areas,
our viewpoint reverses for the uncoupled arrays. The focus
instead becomes the gap area up to the unity point. Once
we pass the unity line, it becomes a very wild world. The
upcoming summation zone discussion will put us in a 
scaled perspective, where we will see that the old saying
"size matters" is very true.

Summation Zones
We begin, as usual, with our first-order speakers. The
uncoupled line source is shown in Fig. 2.72. The spacing is
3 m, which will be our standard for this series. Five units
are displaced along a line and the response observed over
distance and width. The most obvious features are that the

Figure 2.71 Crossover class progression factors      
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If we keep the same spacing and change to a second-order
speaker we will extend the gap area forward and move
the location of the unity line. This is shown in Fig. 2.73.
This is true, of course, only for those frequencies where we
have increased control. In this case we have a front-loaded
second-order system that has similar MF pattern control to
its first-order counterpart. The result is range extension in
the HF range only. The MF and LF ranges are overlapped
far ahead of the HF. Again the most uniform response over
the horizontal plane occurs between the unity crossover
line and the first double overlap crossover (level 2 of the
parallel pyramid). Note that the pyramid extension only
occurred in the HF range, which increases the difference
in the MF and HF heights. This is due to this particular
element being a front-loaded LF /MF driver and therefore
having the same MF coverage as the first-order elements.

We will select yet another speaker while maintaining our
standard spacing. This time (Fig. 2.74) we will use a horn-
loaded second-order system that provides increased MF
directional control. The result is an extension of the cross-
over classes in the HF and MF regions and very closely

Figure 2.72 Summation zone progression factors for
the uncoupled line source array, first-order speaker

response has repeating horizontal themes but is drastically
different from front to back. This contrasts sharply with
any of the coupled arrays, which created a basic shape and
held to it over distance. The presence of gap class crossover
activity is clearly seen in the HF response. The first sum-
mation zone progression is shown moving along the unity
class crossover line. As we move further away the overlap
of additional elements brings in deep full-range comb-
ing zone interaction. There is no escape. The further we
go the deeper it gets. A look at the LF response will reveal
the familiar parallel pyramid. The 3 m spacing is wide
enough to see multiple levels on their way up to the peak.
The near area from the unity point to the next step in the
pyramid is the place where the most uniform response
can be found over a horizontal line. Note the difference
between the height of the parallel pyramid in the HF and
MF responses. The MF is lower due to the wider coverage
of the elements. The difference in height is indicative of
the level of uniformity in the early coverage regions. The
uniformity over frequency rises as the pyramid heights
approach equality.
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Figure 2.73 Summation zone progression factors for
the uncoupled line source array, second-order speaker

Figure 2.74 Summation zone progression factors for
the uncoupled line source array, second-order horn-
loaded speaker
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matched pyramid extension in these ranges. The area of
uniform coverage has been extended over the first-order
system with comparable element displacement.

If a second-order system can move the unity class cross-
over line back, a third-order system will certainly push
it back further. The truth of this is shown in Fig. 2.75 in
which a third-order system is used at the 3 m spacing. The
gap zone in the HF range has moved beyond the 12 m 
screen limit. It will eventually meet and have the longest
range yet before it is "double crossed." Note, however, that
the MF and LF responses are still quite similar to the first-
order response, and therefore are overlapping within a 
few meters of the sources. The differential between the
pyramid heights has reached its most extreme state.
Unless our third-order system has MF directional control
commensurate with its HF control we are doomed to have
early overlap as frequency falls.

It is time to change the quantity and spacing of the ele-
ments (Fig. 2.76). In this case we will return to our first-order
speaker, reduce the quantity to three and double the spacing

to 6 m. The result is a scalar doubling of the position of
the crossover class division lines. They move outward in
proportion to the displacement change. Note the LF paral-
lel pyramid has finally seen some change. The increased
spacing expands the height of the pyramid steps and
the decreased quantity reduces the total number of steps
to two (from the previous four). Once again the zone of
maximum uniformity lies between the unity and double
crossover lines.

Uncoupled Point Source Arrays 

We now add splay angle to the uncoupled equation.
The uncoupled point source does not share the foremost
feature of its coupled counterpart in that it cannot main-
tain a unity class crossover over distance. The reason is
simple: if there is a 10 m gap between two elements whose
splay angles meet their element coverage angles, they will
never meet. 100 meters away the patterns will still be 10m
apart. We can maintain gap coverage over distance, but if
we want unity somewhere we will need angular overlap

Figure 2.75 Summation zone progression factors for the uncoupled line source array, third-order speaker
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Figure 2.77 Crossover class progression factors for
the uncoupled point source array

Figure 2.76 Summation zone progression factors for
the uncoupled line source array, effects of spacing



132

to compensate for the physical separation of the elements.
It should be noted, however, that of the uncoupled array
types, the point source has the most gradual transition
into the overlap zone. In this regard it is closely related to
its coupled counterpart.

Crossover Class Progression
The factors affecting the crossover progression are
described in the unsealed renderings of Fig. 2.77. The next
section takes these factors and observes the summation
zone progression in our usual scaled application.

Summation Zones
As always we will begin with the first-order speakers and
again we will use a 3 m spacing standard. In the first sce-
nario (Fig. 2.78) we splay the elements at 50 per cent of
their unity splay angle. This allows us to observe all of the
crossover class transitions. In the HF response panel we
can see that the elements are well isolated through most
of their individual patterns. The isolation decreases as we
move outward and the addition along the two crossover

lines is evident. The summation progression gradually
degrades over distance with combing zone interaction
becoming more apparent. This degradation is far less than
was found in the uncoupled line source systems regardless
of spacing. There is evidence of mid-frequency isolation here
as well. The displacement and angular splay yield areas of
reduced ripple in the sides and, to a lesser extent, the center
area. Note the lingering presence of the parallel pyramid in
the LF response. The omnidirectional nature of these ele-
ments makes their relative angles a minimal factor in their
summation. Therefore the response, though stretched out-
ward, still shows the tell-tale signs of triangulation.

A change of splay angle compresses the range of action
for the array as shown in Fig. 2.79. The result is earlier
departure of the gap crossover and earlier arrival of the
overlap crossover. The summation zone progression under-
goes faster rates of change and more combing. The central
area is the most affected since it becomes triple-covered
by the middle of the panel. Another notable effect here is
the correspondence of the LF response shape to that of the
MF and HF shapes over distance. The three ranges have

Figure 2.78 Summation zone progression factors for
the uncoupled point source array, first order
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similar overall contours at the unity class crossover line
(the first line across). Beyond that, the low frequency nar-
rows at a much faster rate than the other ranges (the pyra-
mid effect).

Uncoupled Point Destination Arrays 

When speakers are pointed inward toward each other
we are taking overlap to an entirely new level. In all other
cases the overlap was something that happened to the sides
and edges of our response patterns, rather than right on
the nose. Not so with the point destination where we fire
the on-axis beams of the speakers directly into each other.
Since the speakers are uncoupled they will enjoy some
period of peace before crashing through the opposing
beam. Once on the other side they emerge again and head
back towards isolation. Well sort of, at least. Unfortunately,
over on the other side is the low-frequency presence of the
other element to contend with. The uncoupled point des-
tination is by far the most complex array type. Its response
is the most spatially variable and can not hold a unity class

crossover for more than a single point in the space. With
all this going for it we might figure that these would be
used so rarely that we could write them off like we did
the coupled point destination. Sorry. This is an extremely
common array and for good reason. Great care will need to
be taken in their management. An apt analogy here would
be working as a bomb diffuser. The principal mechanism
here is angle. The relative angle between the two elements
plays the decisive role of where the elements meet and
where they go afterward. A fundamental difference shows
up in the triangulation analysis of point destination sys-
tems. The key factor is that the on-axis response of the ele-
ments is aimed inside of the isosceles triangle — the acute
angle area noted earlier for the highest rate of change.

Crossover Class Progression
The factors affecting the crossover progression are de-
scribed in the unsealed renderings of Fig. 2.80. The next
section takes these factors and observes the summation
zone progression in our usual scaled application.

Figure 2.79 Summation zone progression factors for
the uncoupled point source array, overlap effects
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Figure 2.80 Crossover class progression factors for
the uncoupled point destination array

Figure 2.81 Summation zone progression factors for
the uncoupled point destination array, 45 degree angle
effects
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Summation Zones
Here we go again with our first-order speaker. This time we
will face the elements at a 45 degree inward angle (Fig. 2.81).
The unity crossover point is the on-axis meeting point (the
destination). The summation zones progress in multiple
directions. There is a line that moves over distance (front to
back along the on-axis line of each speaker), and others
that move across the array from side to side. The crossover
line bisects the two elements and is the line of equal rela-
tive level and time. This is the only place where combing
zone interaction is not dominant except in the areas near
to the elements. The rapid rate of change and large ripple
depth is due to the shared on-axis response and the high
rate of time offset change. Recall the triangulation model
discussed early on in this chapter. In that model the obtuse
triangle moved us in the direction of isolation. By facing the
elements inward we are in the acute angle region and have
given up the angular means of escape. Only the brute-
force-level dominance of the near field provides relief.

We can open up the angle further to 90 degrees between
the elements (Fig. 2.82). As we approach one speaker we

are moving perpendicular to the other. The central area is
all combing zone, except along the thin blue line of the spa-
tial crossover. We have reached a mid-point in our journey.
Now all of the angular area covered by one element is also
covered by the other. The only way to get isolated cover-
age is in the near field (by level alone) or in the opposite
corners. The opposite corners have the unfortunate pres-
ence of low-frequency combing from the other element.

We continue our journey with a 135 degree inward angle
(Fig. 2.83). As the angle rises there is more combing zone
summation. The majority of the on-axis area of each element
is also on-axis to the other element. The road to isolation
is along one and we must fight our way through the other
element's coverage area to get there. When we do we will
isolate only the HF response. The only safe place is in the
near field where we can dominate the interaction by brute
force of distance related level offset.

Finally we reached the most inward angle of all: 180
degrees. This array has the dubious distinction of being
the most rapid movement into the combing zone and the

Figure 2.82 Summation zone progression factors for
the uncoupled point destination array, 90 degree angle
effects
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Figure 2.83 Summation zone progression factors
for the uncoupled point destination array, 135 degree
angle effects

Figure 2.84 Summation zone progression factors
for the uncoupled point destination array, 180 degree
angle effects
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least prospect of escape. There is no angular mechanism
to move us toward the isolation zone. Only the brute force
of distance-related level offset will provide relief. If we
are on-axis to one element, we are equally on-axis to the
other. It's guaranteed. The rate of progression is the high-
est because a movement toward one element is de facto
a movement away from the other. The rate of time offset
change is therefore the highest possible. Now more than
ever, the only safe place is in the near field where we can
dominate the interaction by the dominance of distance
related level offset.

Figure 2.85 shows the three different speaker orders
arrayed at the same inward angle. The affected area nar-
rows as the speaker order rises but there is no movement of
the basic lines. The crossover is still at the forward destina-
tion. The summation zone progression completes its jour-
ney to the off-axis point more quickly but the sequence is
otherwise unchanged. The low-frequency distribution (not
shown) is largely unaffected. The triangulation aspects are
unchanged by the speaker order. The difference is sim-
ply how much of the space is filled with interaction. The

lessening of interaction is accompanied by a proportional
lack of coverage, in the HF response. Since the LF and MF
responses will continue the highly variable interaction
found earlier (see Fig. 2.81) the third order is actually the
worst of the three choices. All orders are usable only in the
near field, and totally destructive beyond.

A change in level will cause the crossover line to shift
toward the lower level element. Level offset in displaced
arrays causes both a movement and bending of the cross-
over line. The bending is due to the different level loss
rates due to the different doubling distances in a displaced
asymmetrical summation. A level asymmetry of 6 dB is
introduced in a 90 degree point destination array in Fig.
2.86. The crossover line has moved toward the upper left
speaker and begun to bend inward toward the quieter
speaker. The bending action can most easily be visualized
by considering the consequences of further level offsets.
As the level goes down the quiet speaker gradually con-
cedes equal level around its perimeter, until eventually it
is surrounded by the more powerful speaker. This panel
illustrates a change that reapportions the combing zone

Figure 2.85 Summation zone progression factors for
the uncoupled point destination array, speaker order
effects
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about 400' back in the room, I was 
given a brief explanation of the 
sound design. "The system has 
been set up as a distributed system 
instead of a delayed system. The 
farthest delay clusters only have 
about 80 ms of delay." 

Seeing the big stacks of speakers 
at the front of the room, the 
question was posed, "What about 
the subwoofers?" "The subwoofer 
information is going to arrive at 
the farthest clusters about 200 ms 
after the full-range program." 

The reply: "Oh, I forgot about 
the subwoofers." 

RS

summation but does not reduce it. Compare this figure to
the level symmetrical version (Fig. 2.82). In this asymmet-
rical version the combing zone summation is much worse
in the area near to the quiet speaker, while reduced in the
area of the louder speaker.

The shifted crossover placement can be compensated by
insertion of a delay for the quieter element scenario (Fig.
2.87). This allows the equal level and equal time points to
be merged; the phase-aligned crossover. The crossover can-
not hold for all positions but will have substantial benefit
over the non-delayed approach of the previous page. Note
that the coupling zone has moved back to the crossover
area and that the summation progression has become
more symmetrical and more uniform. The phase-aligned
crossover is the key to spatial uniformity. The proportion
of area that can benefit is highest as the angle between the
sources is reduced. In this case the angle is 90 degrees but
the benefits are discernible.

Figure 2.88 shows a speaker set up in the typical "delay"
speaker format, i.e. at the same axial orientation as the main

speaker. Such a setup obviously requires a delay, and an
appropriate amount is inserted in this case. Note that the
speakers fall out of sync as we move off-axis from the
delay speaker. This is due to the familiar right triangle dis-
tance differences as we have found earlier.

Environmental Effects 

We have previously discussed that temperature affects the
speed of sound. The components of an acoustical summa-
tion will all have their sound speed changed by the same
percentage (provided they all undergo the same tempera-
ture change). This will create no effect on the summation
as long as the path lengths are identical. If the distance
from one source to another differs, the time offset will be
changed by the temperature movement. Consider the fact
that a 1 per cent change in sound speed causes a 1 ms change
over a 100 ms transit time, while only 0.1 ms changes over
a 10ms transit time. The result is that two speakers at dif-
fering distances which had been phase-aligned by delay
will not hold the alignment over temperature. A reference
chart is provided in Fig. 2.89.

Figure 2.86 Summation zone progression factors for
the uncoupled point destination array, level effects

Perspectives: Upon 
arriving at the gig for 
8,000 with the console 



139

Figure 2.87 Summation zone progression factors for
the uncoupled point destination array, level and delay
effects

Figure 2.88 Summation zone progression factors for
the uncoupled point destination array, angle and level
effects
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Figure 2.89 Temperature effects on speaker/speaker
interaction

Speaker/Room Summation
The alternate form of spatial acoustical crossover is the
summation of direct sound and reflections in the acoustic
space. The acoustic space may be any variety, including
the great outdoors. For brevity we shall refer to it as the
room. The summation of direct sound and room reflections
has similar properties to the spatial divider summation
discussed previously. This is not surprising, since walls,
floors and ceiling are quite literally "spatial dividers." The
reflective action of these surfaces will behave as if they
were additional speakers adding sound into our listening
area. For each type of surface there are analogous speaker
and array qualities. Our treatment of this subject will focus

on these common qualities, and contrast them as required.
The common ground shared between these two types
of crossovers is so substantial that our understanding of
speaker/speaker summation tells us most of what we need
to know about speaker/room summation.

Analogous Functions
First let's focus on the common ground between speaker/
speaker summation and speaker/room summation.

Common ground:

• Both interactions are governed by the properties of
acoustic summation.
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• The strategies for optimal summation are rooted in the
same concepts.

Differences:

• Room reflections are inherently copies of the original
signal. They will reflect the signal that arrives at their
surface. Therefore no distinction will need to be made
in terms of the correlation of the source signal. There are
no stereo walls.

• Reflections can continue for extended periods of time
as they move from surface to surface around the room.
The length of time for these reflections may exceed the
duration of the original signal, thereby becoming out-
side of our summation criteria.

• Most surfaces do not reflect all frequencies at the same
relative level, relative phase and same angle of incidence.
Surfaces are of such complexity that for our purposes
only a rough equivalent of their reflective properties will
be asserted. These filter effects will cause the summation
properties to be variable over frequency. Once taken on
a frequency-by-frequency basis, however, the analogy
holds very well.

• Except for the filter effects cited above the room/speaker
crossover is "self aligning," i.e. it can not be polarity
reversed, it is in time and matched in level at the cross-
over (the surface).

Analogous organs:

• The distance between a speaker and a surface is analo-
gous to half the source displacement distance between
two speaker elements in an array.

• The relative angle between the speaker and the sur-
face is analogous to half the splay angle between two
speaker elements in an array.

• The coverage angle of the reflected "virtual" speaker is
the same as the coverage angle of the source speaker.

• The surface is a physical spatial divider. Only at the sur-
face does the possibility exist that the direct and reflected
sound are equal in level and time (0 per cent absorption

is required). Therefore the surface is the spatial cross-
over. This area will once again be the coupling zone.

• Absorption in the wall surface is analogous to a level
reduction of the secondary speaker. The level change
causes the relative level to shift, which is analogous to
an asymmetrical crossover.

• The power addition capability that comes from the hori-
zontal or vertical overlap in the surface spatial crossover
is analogous to the coupling zone addition in speaker/speaker inte

Since the crossover point for speaker/room interaction is
the surface itself there are some practical considerations
that are worth discussing before going further. It is difficult
to imagine our listeners embedded into floors, walls or most
notably, ceilings. Since there is no probability of listeners in
the crossover locations why should we place them in our
discussions? The reason is that we cannot have a discus-
sion of the combing, combining and isolation zones with-
out the mechanism that drives them: the summation from
the virtual source behind the walls. These virtual speakers
"cross over" into our audible world at the walls. Therefore,
the discussion must include all of the players in the sum-
mation game.

In the case of speaker/room summation we will model
the interaction as if it is between the actual speaker and a 
"virtual" speaker representing the reflection. The only way
for the virtual speaker to be matched to the actual speaker
is if there was no absorption in the surface. Since every sur-
face has some unique absorptive qualities, the summation
would have to be evaluated on a frequency-by-frequency
basis to be perfectly accurate. This is beyond our scope.
Therefore, for our initial discussions we will assume all of
the surfaces to be 100 per cent reflective, such as we might
find in a space designed by a famous architect.

Crossover Zones 

Reflections can be modeled by the ray tracing model. While
this does not explain all of the behavior of reflected sound
it serves our purpose for modeling summation properties.
The angle of incidence to the surface is equal to the angle
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of reflection. The ray tracing model sees the reflection of
sound off a wall as analogous to light reflecting off a mirror.
Place a speaker in any orientation and find its distance to
the surface. The virtual speaker is a mirror image that is
"placed" at the same distance and opposite orientation
behind the surface.

We will also find analogous representation of the cross-
over classes: the gap crossover, the unity crossover and
the overlap crossover. Each different type of speaker ori-
entation will yield different positions for the summation
zone and crossover zone divisions, just as was the case for
speaker arrays.

Crossover Slope 

The directionality of the speakers defines the slope of the
crossover range, with narrow speakers having a range-
shortening effect. Our goal is to transition out of the cou-
pling zone (the surface) toward the isolation zone before
the relative phase responses reach the subtractive side of
the circle and land us in the combing zone. The race of
amplitude vs. phase is on again. What are the prospects
of getting to the isolation zone before cancellation with a 
16 kHz crossover point? They are actually better here than
with speaker/speaker interaction for a number of reasons.
The first is that we are not required to reach the surface
with a unity class crossover. If there are no seats at the wall
or ceiling, we are not required to reach there at unity gain.
If the surface is highly reflective we can aim the speaker
such that the last audience members are at the —6 dB point,
our maximum acceptable standard of variance. We can
create a gap in coverage at the crossover surface whenever
possible and thereby reduce the reflected energy. The sec-
ond is that the wall may have some absorption, especially
in the high frequencies, where the wavelengths are most
easily sent into the combing zone. There is no perfect solu-
tion, but it can be approached.

Speaker room summation considerations:

• There is no such thing as a speaker with uniform cover-
age over frequency. Therefore the degree of crossover
overlap changes with frequency.

• The best prospect for success is a speaker with equal or
greater directional control in the high-frequency range
than the lows.

• Since the wavelengths at the high end are the smallest we
will have the least margin for phase error. Therefore, con-
trolling the high-frequency overlap will be crucial. Mid-
range and low-frequency overlap can be more easily
accommodated since the wavelengths are long enough
to minimize cancellation.

• Overlapped high frequencies will need to have the short-
est possible differences in path length. If the displace-
ment is large compared to the wavelength the reflection
level will need to be reduced by directional control, posi-
tioning or absorption.

Crossover Audibility 
The final chapter in crossover audibility plays out in the
room. When we find ourselves staring at the source of a 
reflection at the front of the balcony rail we are looking
right at the crossover. Needless to say we do not want our
listeners looking through walls at the off-beat drummers
playing in the virtual speakers behind them.

Crossover audibility in the room mirrors the spatial
divider in that it gives itself away by shifts in angular posi-
tion. The crossover between the speaker and the room will
be most transparent if the relative angle of origin of the two
sound sources is small. Our ears are able to pick up local-
ization clues, and large angles between the speaker and
the echo will give them away. As was the case in speaker/speaker summ
tive due to our binaural localization.

Excess overlap will give away the position of the echo
source. It is impossible to keep the systems synchronized at
any position except at the crossover (the surface). As long
as the reflection arrival is close behind the direct sound,
the listener will experience a tonal change and sense of
spaciousness. When the reflections fall too far out of time
but remain strong in level, the ear begins to pick up the
two sources separately and our perception becomes that of
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Perspectives: An 
underlying principle 
of system optimization 

is the definition of the system. 
In the past there was great focus 
on separating the response of 
the sound system and the room. 
More recently, the understanding 
is clearer, and the focus of 
system optimization has been 
on optimizing the systems 
interactions with itself and 
the acoustics of the room. This 
approach, which is "built-in" to 
multitime windowed transfer 
functions, is extremely powerful, 
as it correlates well with hearing ! 

Sam Berkow

a discrete echo. As was the case in speaker/speaker sum-
mation, strong high-frequency content makes it easier to
localize as a discrete echo. Position speakers to minimize
overlap of the high frequencies into the walls.

Speaker/Room Summation Types
Introduction

Speaker/room behavior is the advanced version of applied
summation. Place a speaker system in a room and it will
sum with its reflections. How they sum will depend on
their relative amplitude and phase. These values depend
on the directionality and orientation of the speaker rela-
tive to the surface, and its absorption properties. The goal
of this section is to review the different types of speaker
to surface relationships and learn how the properties of
summation affect them. The properties of the different
speaker/room summation types will begin to point us
toward our principals of design.

There are three different types of relationships between
the speaker and the room: speaker and surface at the same
angle, surface angled outward, or surface angled inward.
Sound familiar?

For the purposes of our discussion here, we will once
again divide the summation types into two versions each:
coupled and uncoupled. The term "coupled surface" refers
to those where the speakers are physically placed in direct
proximity to the surface. Ground stacked subwoofers, "half
space loading" and soffit mounting are examples of this
type. "Uncoupled surfaces" are those where the speaker is
placed away from the wall by some unspecified distance.
Does a speaker hung three meters in the air respond the
same as one sitting just 300 cm off the floor? No and yes.
To 100 Hz the behavior is quite different between them.
But the behavior at 100 Hz for the flying unit is the same
as that of 1 kHz in the ground-based speaker. This is
because the spacing of the units relative to the wavelength
is preserved. The behavior of speakers with respect to
surfaces will always have the same scaling factors associ-
ated with distance and wavelength that we found in the

speaker/speaker interaction. These terms serve as guide-
lines regarding the behavior of speakers in rooms when
closely or more distantly spaced. However, bear in mind
that the back wall of an arena feels as close to your sub-
woofers as does a sheet of plywood placed one foot in front
of your dome tweeter.

Note: Unless specified otherwise, this section assumes
the surfaces to be 100% reflective at all frequencies. The
summations are described on a single plane, vertical or
horizontal.

The six different interaction types are shown in Fig.
2.90. They are the familiar set of possibilities that we have
faced previously. The parallel surface is analogous to the
line source array, the outward wall to the point source
array and the inward wall to the point destination. The
following drawing series details the progression of the
summation zones over the space. Thankfully, these panels
will do most of the talking for the summation behavior
of the speaker/room summation types. A guide to read-
ing the summation zone panels was provided earlier in
Fig. 2.54.

Figure 2.90 Speaker room interaction types
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Figure 2.91 Summation zone progression factors for
the coupled parallel surface

Coupled Parallel Surface 

A speaker placed flat on the floor is the most obvious
example of a coupled parallel surface array. This particular
type of summation has its own name: half space loading.
The term comes from the fact that the spherical radiation
is blocked by the surface and forced to radiate hemispheri-
cally The properties of half space loading are well known
and unsurprising: 6 dB of addition in the low frequencies.
What is not as well understood is what happens above the
subwoofer range. There is no mystery to us. The surface
performs the function of adding an element in a coupled
line source array format as discussed earlier. The results
over frequency are shown in Fig. 2.91. The panels contain
two sets of responses. The colored response is that of the
speaker as affected by the surface. The grayed response is
one half of the analogous response of an actual coupled
line source array. The responses are indeed mirror versions
of each other, as we would expect. The analogous nature
greatly simplifies the discussion. The crossover class
and summation zone progressions move in front and back

and side to side in the same manner as discussed for the
coupled line source.

Coupled Outward Angle Surface 

Next we find ourselves with a speaker coupled to a sur-
face but pointing outward. This is a surface version of the
coupled point source and is shown in Fig. 2.92. The splay
angle from the surface is equal to the splay angle from cen-
ter to each of the speakers in a coupled point source array.
Once again the analogous features prevail and the progres-
sions will move along as in the speaker/speaker versions.
We will stop here for a moment to note that we will not
be detailing the response of the coupled inward surface.
To face a speaker downward into a coupled surface could
only be defended as some form of special effects process-
ing. We will leave that matter to the artists.

Uncoupled Parallel Surface(s) 

We quickly move on to the uncoupled surfaces. The first
of these is the parallel surface as seen in Fig. 2.93. The
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Figure 2.92 Summation zone progression factors for
the coupled outward surface

Figure 2.93 Summation zone progression factors for
the uncoupled parallel surface
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distance to the surface is analogous to the mid-point
between speaker elements in an uncoupled line source
array, e.g. 3 m to the wall is equal to 6 m from element to
element (3 m each to center) in the array model. Just as in
the array model, the response will degrade steadily over
distance. The distance to the walls has the same range-
shortening effects on the speaker as did the displacement
between array elements. The example shown here shows
a symmetrical surface pair, with the speaker in the center.
Moving the speaker off-centre will create an asymmetrical
spacing. The near side will have a shorter range than the
far side. Note also the presence of the parallel pyramid in
the LF response, which will inevitably appear when the
conditions are centered and symmetrical.

Uncoupled Outward Angled Surface 

A speaker uncoupled from the surface and angled out-
ward is a match to the uncoupled point source array (Fig.
2.94). All of the analogous considerations apply but with

one additional note of interest. We previously observed
that if the splay angle and element angle were equal then
the uncoupled point source array would gap for eternity.
This can now be used for practical advantage, giving us a 
means to skim coverage along seating areas without over-
lapping into the nearby surface. The outward angle sur-
face configuration has the long-range stability which was
found earlier in the point source arrays.

Uncoupled Inward Angled Surface 

Previously we found that the uncoupled point destination
array created the most rapid summation zone transitions
and had the highest amount of combing zone summation.
It should come as no surprise that its analogous surface
configuration will do the same. The inward wall (Fig. 2.95)
brings on-axis energy back into the heart of our coverage
area. As the angle of the inward surface increases the need
for absorption (or demolition) rises proportionally.

Figure 2.94 Summation zone progression factors for
the uncoupled outward surface
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The normal surface is the most extreme case of speaker/room summation. The surface line is at 90 degrees to the
speaker axis (a "normal angle" in geometric terms) which
puts the virtual source at 180 degrees to our speaker axis.
This configuration is shown in Fig. 2.96 and is analogous to
the 180 degree point destination array. The practical world
version of this is the rear wall. The low-frequency coupling
of the rear wall is well known to most engineers. If we are
looking for a low-frequency boost all we have to do is lean
against the back wall. Unfortunately our mix position is
likely to be a few meters forward of that, which puts us
right in the heart of the combing zone. There is one heart-
ening aspect of our anatomy that helps us to reduce the
perceived effects of this summation form: the front/back
rejection of our ears. The measured response of combing
zone interaction that originates from behind us will be per-
ceived as less audible than a comparable degree of comb-
ing from a forward-originated summation. That being
said, this type of speaker/room summation needs absorp-
tion more than any other.

Absorption Effects
As long as we are discussing absorption, we can take a 
look at the effects that this would have on the normal wall
summation. Figure 2.97 shows the results of acoustic tile
placed on the surface compared to the rigid surface we
have seen up to this point. The results are heartening, with
reductions in the combing zone summation in HF and to a 
lesser extent mid-range responses.

Environmental Effects
We have previously discussed that temperature affects
speaker/speaker summation (see Fig. 2.89). A similar and
more profound effect is found in the speaker/room sum-
mation model. It is a near certainty that the direct and
reflected paths are different lengths; therefore the tempera-
ture change will affect the entire family of speaker/room
summations. Since the speed of sound changes as a per-
centage of temperature change, the summation effects will
differ for every reflection length. The comb filter frequency

Figure 2.95 Summation zone progression factors for
the uncoupled inward surface
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Figure 2.96 Summation zone progression factors for
the uncoupled normal surface

Figure 2.97 Summation zone progression factors for
the uncoupled normal surface, absorption effects
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is governed by the absolute value (ms) of the relative time
offset, not the percentage of relative time offset. Consider
the fact that a 1 per cent change in sound speed causes a 
l ms change over a 100 ms direct sound transit time, while
an echo that arrives 100 ms later (a total path of 200 ms) will
change by 2 ms. The result is that the entire family of room/

speaker summation will change over frequency. Viewed
individually the change appears insignificant. When taken
as a whole, the composite experience can be dramatic. Nat-
urally the effect is most apparent in a highly reverberant
space with large changes in temperature. A reference chart
is provided in Fig. 2.98.

Figure 2,98 Temperature effects on speaker/room interaction
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Introduction
We have all heard the proverbial question:
If a tree falls in the forest and no one hears it, does it make
a sound?

We can rephrase this in audio engineering terms:

If an acoustic transmission is sent without reception, does
the audio signal exist?

If there is a concert without an audience, will we get paid?

The human hearing mechanism is a subject worth great
volumes in its own right. Research is ongoing and subject
to debate. The study of reception includes both objective
and subjective aspects. The objective side includes the
mechanisms of reception, both the human hearing system
and that of inanimate microphones. The subjective side
includes the experience of the human hearing system, i.e.
perception. It comes as no surprise that the perception side
is the center of ongoing debates, disagreements and con-
troversy. We are fortunately able to limit our scope on this
subject to those issues that are relevant to the optimized
design. While this limits our exposure to some controver-
sial subjects, it does not relieve us entirely. The scope reduc-
tion occurs because we are less concerned with hearing

R e c e p t i o n

perception in an absolute sense than we are in a relative 
sense. For example, we are not concerned about the 3 kHz
resonance peak in our ear canal. The existence of this peak
is a given for all listeners. No design or optimization deci-
sions will factor this non-linearity into account. Instead
we focus on factors that could make one listener's experi-
ence different from another's. An example of this would
be localization, which is affected by the relative arrival
times and level between different sources. We will need to
factor arrival time and the location of sound sources into
our design process in order to create a similar localization
experience for different listeners in the room.

Let's begin with a list of exclusions. These are items that
we will not need to explore in any depth since they are
either equal for all listeners, or are unrelated to our design
and optimization decisions.

• The perception of pitch: our transmission process does
not change the frequency of the input signal. How the ear
decodes pitch will be a common factor to all listeners.

• The non-linear frequency response of the ear: every
sound we hear is distorted by the frequency response
peaks in our ears.

• The mechanical nature of the ear: our assumption here
is that our listeners share common anatomy. Alien
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beings are advised to use the interplanetary edition of
this text.

• Aural harmonics and beat frequencies: these exist only
in our ears and will not be detectable with our acous-
tic analyzer (not that we would be able to do anything
about them anyway).

This leaves us with a limited number of subjects to explore.
In regard to these, we will focus on how they affect design
optimization.

Loudness
Our perception of loudness comes from a combination of
the sound pressure level and its duration at our ears. Our
scope is mostly limited to concerns about how sound from
loudspeakers is perceived. Therefore we can dispense
with the usual listings of average SPL levels for jackham-
mers, annealing furnaces and Saturn rocket engines. Our
concern is with the sounds people are willing to pay us to
reproduce through sound systems. These systems must be
capable of sufficient loudness to meet the audience (and
band management) expectations for the program material.
The foremost of these are music and voice. The maximum
loudness range for these signals is genre-dependent, i.e.
the fact that a human voice in the natural world ranges to
90 dB SPL does not mean that this level will be sufficient
for reproducing Mick Jagger's voice in a stadium. Popular
music is here to stay and its sound level requirements are
fairly well known. We will do well to focus on the realistic
SPL needs of our program material.

The secondary focus will be on the level of the noise
floor that limits the dynamic range of our reproduction to
something far less than the full capability of our hearing
system. The noise floor in a sound reinforcement venue is
typically 50 dB or more above the bottom of our hearing
threshold. The causes range from HVAC systems, moving
lights, and people coughing, hacking and spilling their
drinks, among others. Suffice to say that time spent dis-
cussing the perception of our sound system at 30 dB SPL
will be a waste since it will be drowned out by the noise.

We now have established a range of interest: maximum
capability vs. noise floor. The actual dynamic range used
by the program material will be a matter of artistic con-
cern, squarely in the domain of the mix engineer. Our job
will be to provide a system capable of reaching the maxi-
mum level with minimal distortion and having its noise
floor under that of the venue. If these conditions are met,
there is a chance that the listeners will perceive the pro-
gram material, not the sound system.

Loudness and dB SPL
It is a simple matter to measure dB SPL, but this does not
correspond directly to our experience of loudness. Loud-
ness is an expression of human perception. The ear inte-
grates level over a period of roughly 100 ms (Everest, 1994,
p. 48) and therefore our experience of loudness depends
upon the signal duration. Short-duration bursts at high
levels will be perceived as equal to longer bursts at lower
levels. Two different values are commonly given for dB
SPL peak and continuous. The peak value represents the
maximum pressure regardless of duration, while the con-
tinuous represents a value sustained over a period of more
than 100 ms.

A continuous sine wave has the lowest possible differ-
ence between its peak and continuous level: a crest factor
of 3 dB. On the other side of the dynamic scale is a pure
impulse which is all peak and no continuity. Pink noise,
our most common test signal, has a crest factor of 12 dB.
Typical music will have a crest factor in this range. Speech
has a variable crest factor. Vowels, closest to sine waves,
have low crest factors, while consonants are transients. A 
system that cannot reproduce speech transients will lose
distinction between consonants. Articulation loss due to
unclear consonants is the foremost means of measuring
speech intelligibility. This is expressed as the percentage of
articulation loss of consonants (%ALCONS).

The relevance of this to our sound system is that we will
need to ensure that the system has both the continuous
and peak SPL capability required to create the perception
of loudness that is appropriate for the program material.
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asked if we could make them sound 
more like brand "x" speakers. 
They didn't understand that 
because what they were hearing 
was more intelligible, the apparent 
volume (dB SPL) was lower. They 
were looking for an edge. When 
measured with an SPL meter most 
people were off by 6-10 dB. 

Don (Dr Don) Pearson 

The role of limiters for speaker protection was discussed
in Chapter 1. Now we will investigate how they affect
perception.

A sound system will maintain its maximum crest factor
capability until it reaches the overload point. As overload
is reached the system will either undergo peak limiting or
clipping. Either of these actions reduces the crest factor.
Clipping saws off the peaks of the response bringing them
closer to the lower level signals. Peak limiting has a simi-
lar effect but with fewer harmonic distortion products.
Compression reduces the overall level (not just the peaks)
and therefore has less effect upon the crest factor. Com-
pression, however, rarely travels alone, and can usually
be found along with limiting and/or clipping. The combi-
nation of all three is the end of dynamic range for our sys-
tem as peak and continuous capability merge to become
the same. As crest factor is removed from the system,
intelligibility, definition and detail go with it.

An additional experience in our loudness perception
is that of danger. When the ear senses that the levels are
dangerously high our aural muscle, the tensor tympani,
contracts. This tightens the eardrum and reduces its sensi-
tivity. The result is that perceived loudness goes down until
the level is reduced enough to allow the muscle to relax.
If allowed to relax, the full dynamic range of the ear is
restored. If not, the range is restricted and our perception
of crest factor is compressed. The onset threshold for the
tensor tympani more closely approximates a slow com-
pressor than a peak limiter. High peaks can be endured
without the muscle tightening, but long durations will
bring it on.

Mix engineers would be wise to consider the action of
this muscle for themselves and the audience. If the mix is
allowed to rise and fall dynamically, it is possible to have
high impact moments in the music. If the mix maintains a 
constant high level, the aural compression will be engaged.
Subsequent peaks will not be perceived, even if the system
has the headroom to deliver them.

Sound systems operated at the overload point can be
caught in a cycle of compounding compression. Once the
system has been sent into clipping and limiting it is much

more likely to engage the ear's compression system since
the continuous levels are high due to the crest factor loss.
The loss of dynamics can lead to more level being asked
of the system to retrieve the lost perception of excitement.
The compression increases in both the transmission and
reception systems. Continual engagement of the tensor
tympani strains the muscle and results in the experience
of aural fatigue. A low-power system run into continual
overload is more fatiguing to the ear system, and more
likely to be perceived as louder over the long term, than
a high-power system that is able to make use of the full
crest factor without compression. Unfortunately a high-
power system run into gross overload is the worst of all,
and this is an all too common outcome. This is, however,
an operational matter, strictly under the control of the mix
engineer. My musings on this matter are most likely to fall
on deaf ears.

The Equal Loudness Contours
The ear does not maintain a constant frequency response
over level. When the sound levels at the ear are low, the
mid-range area becomes more sensitive than the lows and
highs. There exists a family of curves that represent the
frequency sensitivity of the ear over level known as the
equal loudness contours. These curves reconcile the per-
ceived loudness over frequency to the dB SPL in the mid-
range. The unit used to express this is phons. Audiologists
are concerned with phons but do they matter to us? Only
if they impact our decisions about equalization for the
sound system. Do they? Only if we plan on resetting the
system equalizers every time the program level changes.
The equal loudness contours are natural aspects of our per-
ception, not some artificial ingredient introduced by the
sound system. If we attempt to counteract their effects we
are introducing an unnatural element into the equation.
Maintaining a natural tonal balance that is dynamically
appropriate is an operational issue for the mix engineer.

This does, however, put us on notice that in order for
listeners at different locations to perceive the same fre-
quency response we will need to match both frequency
response and level. If the level is not matched, the listeners

Perspectives: When we 
first used impulse/phase 
aligned speakers, people 
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will perceive a matched frequency response differently due
to their ear's non-linearity over level. Are the perceived
dynamic frequency response differences enough to war-
rant concern? If so we will need one equalization curve
for the close seats, and another for the rear. Fortunately
not. The changes due to the equal loudness contours are
very small when looked at in the context of level distribu-
tion over the room. A change of 20 dB in level (from 80 to
100 dB SPL) would change the 30 Hz response relative to
1 kHz by just 3 dB. If we have seats in the auditorium that
are 20 dB louder than other seats we have got problems
much more serious than the equal loudness contours!

Localization
Introduction
When I hear my name called I turn my head around in the
direction that the prompt came from. How did I know?
Auditory localization. My personal sonar. Humans and
most other animals have a location decoder built into our
ear anatomy and brain that guides us in the direction of a 
sound source.

Auditory localization can be a matter of life and death.
Imagine for a moment what would happen if the sound of

a nearby tiger appeared opposite to its actual location. We
would be lunch. What we have in this example is a sonic
image distortion, i.e. the visual, and in this case physical,
source of the sound does not match the perceived sonic
location. This type of ventriloquism rarely happens in the
natural world, and when it does we find the experience dis-
quieting. One example is the sound of a distant jet airplane
that appears far behind the visual image. Another effect
can be found in spaces with concave surfaces or complex
corners where focused concentrations of reflections cre-
ate a disembodied sound source. In most cases the sound
image is right where we see it. This is immensely comfort-
ing, allowing us to hear the source without questioning
its authenticity. In the world of sound reinforcement we
will be asked to perform sonic sleight of hand as standard
fare. In many cases our role as sound engineers is to make
the sound appear to be originating from actors on stage
whose sonic contribution is completely overpowered by
our speakers.

Sonic Image

Our ability to steer the sound image to the desired location
will depend upon speaker placement and relative levels.
The extent to which the perceived sound image differs from

Figure 3.1 Equal loudness contours normalized. The chart shows the
perceived frequency response differences over level from the nominal
level (after Robinson and Dadson, 1956)
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the intended sound source is the sonic image distortion.
This factor is roughly quantified in degrees (the angle
between the perceived and intended positions) and less
objectively by intensity of effect (whether the image loca-
tion is perceived as a single point or as spread out over
an area). In most cases the intended source corresponds
to an actual sound source, such as an actor or musician
on stage. The speakers provide sound reinforcement and
our intent will be to link the perceived sound location to
the visually perceived source. The localization is aided by
the arrival of the "natural" sound coming from the stage.
If the natural sound arrives first or is significantly louder
than the speaker sound, we will have a strong tendency
to localize to the natural source. If localization were our
solitary concern we would ask the musicians to help us
by maximizing their stage volume. The negative implica-
tions of this being obvious, we will instead focus on how
to minimize sonic image distortion in those cases where
the stage levels are not overwhelming.

In some cases there will be no appreciable levels of
"natural" sound, e.g. a cinema system. Such circumstances
have become common in amplified sound applications
as well. Many bands have implemented in-ear monitors

which have eliminated stage sound almost entirely. In
musical theater the head-mounted microphones have
given actors the liberty to sing at a whisper level.

How can we minimize sonic image distortion? Success
in this endeavor will require us to understand how the
ear's natural localization mechanism functions, so that we
can learn how to fool it. The driving forces behind localiza-
tion are relative level and time, which are the most recur-
ring themes in this book. Our personal sonar systems have
independent vertical and horizontal mechanisms, which
will be individually discussed.

Vertical Localization
Vincent Van Gogh would have had a difficult time telling
whether a sound was coming from above or below him.
Why? You may recall that the famously disturbed painter
cut off his outer ear. This act would not make him deaf
in that ear, but it would remove his vertical localization
mechanism, the outer ear or pinna. The contours of the
pinna create a series of reflections that steer the sound
into the inner ear. These reflections cause coloration of the
sound as they make their way into the inner ear. The tonal

Figure 3.2 Vertical sonic image
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Figure 3.3 Level-offset effects on horizontal image distortion
Figure 3.4 Time-offset effects on horizontal sonic image distortion

signature of these reflections is encoded in the brain as a 
vertical map that provides us with our sense of vertical
sonic image (Everest, 1994, p. 54). It would seem that the
ear/eyes/brain system has learned over time to correlate
the visual image and the sound image and that this col-
oration is mapped into memory as an auditory overlay
to our hearing decoder. This response, the head-related
transfer function (HRTF), operates independently for each

ear. It stands to reason that the restoration of Van Gogh's
vertical localization would have required both a prosthetic
ear and the time to reset his memory for the new HRTF.

The vertical position of an isolated sound source can
be localized with ease and high accuracy. When the ear
is stimulated by multiple arrivals of matched signals the
process of localization becomes more complex. If the
signals are sufficiently close in time, the signals will mix

Figure 3.5 Competing time and level offsets can vary the sonic image position
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Figure 3.6 Vertical localization of two distinct sources

Figure 3.7 Vertical localization in the
presence of reflections

in the ear and the HRTF will be modified as a multiple
source summation. Each ear independently determines
the vertical localization. This contrasts to the horizontal
localization which is based upon the difference between the

ears (Everest, 1994, pp. 51-53). As a result sources that are
displaced horizontally and vertically will have conflicting
vertical localizations along with the differential horizontal
localization. We will discuss this later. For the moment we
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Figure 3.8 Vertical localization in the
presence of multiple speakers

Perspectives: Learning 
how one listens is 
important. I have found 

that I can talk myself into hearing 
almost anything if I am not 
careful. When optimizing a system 
I make it a point to not listen to 
the raw system so it won't disrupt 
my aural memory. It is only after I 
have made a first pass on a system 
that I will listen to something I 
know very well. I have about three 
CDs I use to evaluate a system. I 
have been using them for years, 
and I get lots of complaints from 
people about how often they have 
heard them, but I don't care, and 
I tell them so! I know the albums so 
well that after listening to almost 
any track for a few seconds I know 
where I am and have a good idea as 
to where I need to go. They save me 
and my clients a lot of time. Use 
nothing less than CD quality, and 
keep the number of items small. 

Alexander Yuill-Thornton II 
(Thorny)

will focus on the vertical localization where there are no
conflicts between the ears. We can consider each ear alone,
or the special case where multiple sources are vertically
spread but exactly on the horizontal center line.

If two vertically displaced sources arrive at equal levels
the conflicting HRTF values reach a compromise central
localization between the sources. This is not experienced as
a pinpoint sound source as would occur with a single cen-
tral source. Instead the sonic image is experienced as spa-
tially spread over the vertical plane between the sources.

If the levels are offset, the dominant speaker will become
the home of the sonic image. This would be due to its having
a recognizable HRTF for the stronger arrival. If the times
are offset, there does not appear to be a mechanism for
discerning which arrival came first. Early reflections will
usually fall into this category. As long as the direct sound
is dominant over the reflection the image will favor the
direct arrival. Only when the signals fall sufficiently out of
time are they heard as distinct sounds, each having sepa-
rate source locations.

The dominance of level over time contrasts with the hor-
izontal mechanism, which uses a dual-channel system for
localization. In the two-channel horizontal system, arrival
time and relative level is the dominant player.

Front/Back Localization
The secondary role of the pinna is to provide front/back
localization (Everest, 1994, p. 53). The mechanism for this
is the anatomy of the pinna which provides some high-
frequency directionality and adds another layer of HRTF
to the equation. The front/back localization is of minimal
interest to our case, although it is worth noting the dis-
crepancies between the behavior of microphones and the
ear. Omnidirectional microphones have less front/back
rejection than the ear, while cardioid microphones have
far more. Neither is a perfect modeling of the ear, although
the omni is far closer.

Horizontal Localization
The horizontal mechanism is more sensitive than the verti-
cal. The spaced placement of our ears on opposite sides of
our head provides an automatic spatial sensor. Any posi-
tion on the horizon can be found by triangulation, i.e. the
sound is heard in two locations and the source is detected
by the difference in their arrivals. This mechanism is
known as binaural localization and will be of great inter-
est to our application.

The perceived horizontal sonic image location depends
upon the both the time and level differences between the
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arrivals at our two ears. The mechanisms are independent
and serve as "second opinions" when they are in agree-
ment. The relative time is termed the inter-aural time
difference (ITD) while the relative level is termed the
inter-aural level difference (ILD) (Duda, 1998). The ITD is
the dominant factor in low-frequency localization where
the wavelengths are large enough to bend around the
head and arrive at nearly the same level, yet slightly out
of time. The ITD timing is mapped into the brain as polar
representations of the sound source. For high frequencies
the ILD is the dominant factor, due to the substantial level
losses caused by trying to get sound through our thick
skulls. The high-frequency wavelengths are less adaptable
to refracting around the head, and therefore the level dif-
ferences are substantial enough to provide the necessary
detection. Either of these factors alone are enough to cre-
ate the localization perception. When listening to a single
source, the two parameters will always track together, giv-
ing secondary confirmation to the localization data.

If a single sound source is located on the horizontal cen-
ter line, the ILD and ITD values are both zero. The brain
decodes its location exactly where we see it; front and cen-
ter. If the sound source is moved off the horizontal center
it will arrive earlier and at a higher level at the closer ear.
In this instance, both the ITD and ILD values confirm the
new location.

Now let's introduce a secondary sound source. If the
source is a distinct and separate signal (one that does not
meet our summation criteria from Chapter 2), the local-
ization will occur separately for each source. An example
of this is simultaneous conversations around a conference
table. We are able to localize each of the participants by
their distinct ITD and ILD values as we would a single
one, even when they are speaking at the same time.

If the secondary sound source meets our summation cri-
teria the localization becomes more complex; e.g. reflections
and secondary speaker arrivals. In such a case the second-
ary arrivals will have their own ITD and ILD values which
may confirm or conflict with the primary source. We will
first consider the earliest reflection arrivals. Provided that
we are in the path of the direct sound, there is a predict-
able relationship between the direct sound and any sin-
gular reflected sound. The direct sound will arrive earlier
and be higher in level. Our localization system has learned
to expect this and does not become confused by the addi-
tion of the echo. We continue to perceive the sound source
at the location of the direct signal, albeit with a modified
tonal quality and sense of "spaciousness," i.e. the sense
that sound is coming from a general area rather than from
a single point (Everest, 1994, pp. 295-301). The ITD and
ILD of the direct sound are the strongest factors since the
direct sound is both earliest and loudest. This relationship

Figure 3.9 Horizontal localization of a 
single source, on and off center
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Figure 3.10 Horizontal localization o        

Figure 3.11 Horizontal localization in
the presence of a reflection

remains even as the delay time between the direct and
reflected sound increases until a point is reached that we
perceive the echo as a separately localized source.

When the direct sound is later and quieter than the
reflected sound the situation reverses. The ear assumes
the early and louder arrival to be the actual location, and
the other to be the pretender. This can occur any time there
is path obstruction to the direct sound but not to the echo.
As sound system designers we should seek to avoid such
situations by adding secondary sound sources. Let's con-
sider what happens when that occurs. Let's begin with the
most common secondary speaker source: stereo.

Take a seat at the center of a room. The speakers are
matched in level, distance, angle and acoustical environ-
ment. Where will we perceive the sound image when a 
matched signal is sent to both speakers? Exactly where
there are no speakers: the center. Our sonic ventriloquism
has begun! This occurs in spite of the fact that the ITD and
ILD values detect speakers off to the sides. Because they
are equal and opposite, a compromise value is reached at
the center. If the signal is sent to the left speaker at a higher
level than the right, the image will shift to the left. The ILD
value indicates that the left source is the "direct" sound
and the right channel is the "reflection." The fact that the
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ITD value remains matched compromises the localization,
i.e. the level says left but the time still says center. The
result is a compromise location up to a point. As the level
difference increases, the dominance will become com-
plete and the localization will go fully to the left. This is
the underlying principal of stereo panoramic perception.
The sound sources are displaced horizontally. Some of the
input signals are sent at equal levels to both channels, while
those of other signals are sent at unequal levels. The equal
level signals will have symmetrically opposite localization
values and center the image by compromise. The unequal
signals will have asymmetrical localization cues resulting
in an off-center compromise image. We will return to ste-
reo later, for now let's investigate the time factor.

Let's remain at the center and reset the system to unity
gain between the channels. Instead of offsetting the level
between the speakers we will offset the time. When the
signal to the left speaker is delayed, the ITD values for
the left and right ears become unmatched, while the ILD
values remain the same. Once again we have ambiguous
localization readings. The right ear has the first arrival,

which moves our perception in that direction. However
once again, the ambiguity prevents us from immediately
moving fully to the right. As the time offset increases, the
image continues its move to the right. Eventually the time
offset becomes large enough that the left separates into a 
perceptible echo location on its own, much the same as in
the natural world of reflections.

The horizontal image can be moved by offsetting either
level or delay. The process of placing images along the
horizon by these methods is referred to as "panning". This
is an abbreviation for "panoramic" placement and has two
forms: level panning and delay panning. It is possible to
play the two effects against each other and create image
placements that are compromises between substantial dif-
ferences in ILD and ITD values. This is where our sleight
of hand takes full force. It is possible to use level pan to the
left and time pan to the right and bring the image back to
the center. In short, with control of relative level and time
we can place the image at any horizontal location between
the two sources. This will come into practical use when
we find ourselves with speaker locations that will give us

Figure 3.12 Horizontal localization of a 
single speaker is similar to any natural
source
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Figure 3.13 Level offset effects on horizontal
localization between two speakers

Figure 3.14 Time-offset effects on horizontal
localization between two speakers

high levels of sonic image distortion. Speakers at these
positions can be level adjusted and delayed so that the
image moves away from them on the line toward another
speaker at a more favorable angle.

The relationship between these arrivals and our percep-
tion of the sound image is known as the precedence effect.
The research on this is credited primarily to Helmut Haas
and many refer to this as the Haas effect. The precedence
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effect experiments documented the horizontal movement
of a sonic by time and level panning (Everest, 1994, pp. 5 8 -
59). Listeners were placed at a central location in a stereo
field with speakers placed at 45 degrees off-axis. Time and
level panning were employed and a series of values were
found that corresponded to the perception of a centered
image. Naturally zero time and zero level centered the
image. But it was found that when a delayed speaker was
operated at a higher level the image returned to center.
The bulk of the timing activity occurs in the first millisec-
ond and has reached full effect by 5 ms. The level offset
required to center the image changes steadily over the first
5 ms of time offset. By the time that the level offset reaches
10 dB the game is over and no amount of delay can center
the image.

Image control can be maintained over a limited range
of time (5 ms) and level (lO dB) differences between
horizontally displaced sources. And that is just the hori-
zontal! What are we to do about the vertical image? Recall
that our vertical localization is based on the HRTF and

therefore will have little means of sorting out summed
vertical cues. Fortunately there is help on the way, albeit
from an unexpected source, the horizontal system. Recall
that the vertical localization systems for each ear acts inde-
pendently, whereas the horizontal system is concerned
with the difference between the ears. The vertical system
can accommodate two vertical values, as long as they are
separate for each ear. Therefore, if there are sound sources
that are displaced both horizontally and vertically we will
be able to discern their locations independently and a com-
promise horizontal and vertical value is created. Unless we
are at the exact horizontal center between two vertically
displaced sources we will receive vertical cues from both
sources. The only way to perform pure vertical panning is
with level, where the level of one source becomes the dom-
inant HRTF signature. If we are hearing the combination of
upper left and lower right speakers the precedence effect
will compromise the horizontal while the two distinct
HRTF values will compromise the vertical. The result will
be a sound image where no actual speaker exists in either

Figure 3.15 Combined time and level
offset effects on horizontal localization
between two speakers
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Figure 3.16 The precedence effect. The horizontal sonic image is affected by
the time and level offsets between sources. With both offsets at 0 the sonic image
appears at the center between the sources. As time-offset increases, the level of the
later source must be upwardly compensated in order to maintain a central image. The
first 5 ms of time offset are the most critical in the balancing act between time and
level. Beyond 5 ms the level offset must be very high to affect the image (after Haas)

Figure 3.17 Vertical and horizontal
localization systems in operation at the same
time. Speakers are horizontally separated with
asymmetric vertical orientation. The horizontal
localization remains binaural. The conflicting
vertical HRTF values reach a compromise that
follows the dominant horizontal location
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plane. Voila! Now you hear it. Now you don't see it. It is
interesting to note that much of what passes for vertical
delay panning in our industry is actually a result of cues
taken from the horizontal plane.

Tonal, Spatial and Echo Perception
Introduction
Music and voice create a constantly changing tonal shape
which is tracked by our ears. This changing tone is also
compared in our brains against an ongoing history file. We
expect the tonal shape to change with the music, not inde-
pendent of it. If the reproduction system is transparent,
the music passes through without tonal modification. If
our sound system has a peak in the mid-range, that peak
is passed on to all of the music. It is this relative tonal shape
that is our concern.

The tonal character of our listening experience is com-
posed of three parts: the direct sound waveform, copies
of the waveform that arrive within the summation dura-
tion window, and copies that arrive outside the duration
window. Unless we are in an anechoic environment all of
these factors will be present. The degree of tonal complex-
ity increases each time a copy of the signal is added to
the mix. The combination of these factors will determine
how we experience the sound in our heads. The terms that
are commonly used to classify this listening experience
are tonal, spatial and echo perception. These experiences
are not exclusive. All three of these perception experiences
can exist concurrently in a single waveform or one of them
can dominate. The outcome depends upon the makeup of
the original signal and the ratios and timing of the late
arrivals. The relationship is complex, but not beyond our
scope. All of these are linked as variations of the sum-
mation themes that are the heart of this text. The linkage
between summation properties and tonal perception will
have substantial implications upon our optimization and
design strategy.

This text follows a different path than most. One distinc-
tion is that we are focused beyond the vocal range. Much
of the published findings in these matters are centered on

speech perception and intelligibility. We are hard pressed
to find statistics for NASTI (noise and snare transmission
index) or %ALCONGAS (articulation loss of conga drums)
but our perceptions of these and other musical instruments
are tremendously important to us. Nothing found in this
text relates strictly or decidedly towards the vocal range.
We are equal opportunity waveform employers. Another
distinction is that we are looking to frame the perception
issues in terms that we will be able to translate into action.
We are not passive observers. We are sonic battlefield par-
ticipants. The matter boils down to this: how can we best
match what we hear with what we can see in the space,
and can read on our analyzer? How can we translate this
into the actions of optimized design? A third distinction
is that, while other texts emphasize the contrast between
tonal, spatial and echo perception, we will be discussing
the continuum between them, and their common cause.

Our perceptions lead us to believe that discrete echoes
are distinct events, separated by silent space, hence the
term "discrete." This is much rarer than we might think,
since in most cases the duration of the low-frequency infor-
mation is sufficient for summation to occur, and thereby
preventing a gap in the sound. Duration is a key element
here. If the duration is infinite, such as a continuous tone,
we will never hear an echo no matter how much glass sur-
rounds us. An echo can only be heard if there is a dynamic
change, i.e. some form of transient.

Let's consider two extremes of program material. The
monotonous drone music known as Gregorian chant was
created in the most echoic acoustical spaces ever made:
stone and glass cathedrals. The nearly infinite duration of
the chant gave it the maximum tonal perception and immu-
nized it from disturbance by echo perception. Amen. At the
opposite extreme is the pure impulse, rising and falling in
a single cycle over a wide frequency band. This signal is
the easiest of all to discern echoes, and the hardest to dis-
cern tone. The chant is maximum duration and minimum
dynamics while the impulse is the opposite. Our musical
signals will contain rich mixtures of transient and steady-
state signals. We will be constantly transitioning between
the three perception experiences (tonal, spatial and echo),
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even in the same seat of the same building. Our goal here is
to find a method of discerning these perception thresholds
without having to control the music. The key is frequency.

The road to echo perception is a gradual one. It begins
at the highest frequencies and gradually peels apart suc-
cessively larger portions of the spectrum. It is widely
published that the dividing mechanism is time offset. The
published temporal dividing lines lack perfect agree-
ment. The first perception zone is the tonal fusion zone,
which runs for the first 20-30 ms. This would be the area
that would most benefit from equalization. From there we
enter the area of spaciousness which runs up to between
50 or 60 ms and finally emerges to the perception of dis-
crete echoes (above 60 ms). This final zone would be the
area that would least benefit from equalization. These,
however, should not be viewed as absolute numbers.
Attempts to place a single number on any phenomena
that ranges over our full frequency range should give us
pause. After all, the time period difference over frequency
for our hearing range of 20 Hz to 20 kHz is 1000 to 1! As an
example let's consider two combined signals with 30 ms
of delay between them, the limit of the tonal fusion zone.
The combined response at 30 Hz will feature a peak that
is an octave wide, while the response at 12 kHz will have
combing that is 1/400th of an octave wide. Do these look
like equal candidates for equalization?

Tonal Perception

The perception of tonal response in a system has several
layers of complexity. The tonal quality is a combination of
the direct sound and the summations that arrive within the

duration period of the direct sound. The tonal character
of the direct sound is modified by the summation via the
"comb filtering" described in Chapter 2. As the summation
ripple increases, the distortion of the tonal quality becomes
increasingly perceptible. The tone will be modified to
some extent no matter how late the secondary arrivals
are, provided they meet the summation duration criteria.
The time offset determines the frequency range where the
tonal disturbance is most perceptible. As the time offset
increases, the affected frequency range falls. As the ton-
ally apparent wide filters move downward, the combing
causes increasingly narrow filters to sweep through the
upper regions. Eventually we reach a point where the
filtering is so narrow that the ear is unable to discern a 
tonal quality. The disturbance does not go away, however,
but rather migrates across the tonal perception threshold
into spatial perception and eventually echo perception.

Tonal Envelope 
The room is dark except for a strand of lights. The lights
form a recognizable shape, a tree. Even though the lights
occupy only a small part of our field of vision our mind is
focused on discerning their pattern. We focus on what we
see, not on what we don't see. Our perception of tone is
similar. We hear what we hear, not what is missing. Our
ears focus on the bright spots of the sound spectrum, the
peaks, and relegate the sonic darkness of the dips to the
background. The pattern of the bright points in the sound
spectrum is the envelope. The envelope is the audible
shape of the spectrum, the tonal character.

Figure 3.18 Tonal, spatial and echo perception thresholds as traditionally rendered over time
offset
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In a free field environment the envelope will have the
spectral shape of the speaker, and should be free of can-
cellations. A theoretically ideal speaker envelope would
be flat and have no gaps. It is free of tonal character. As
summations with room reflections or other speakers are
added, the response changes. Peaks and dips are added
and the envelope changes. The peaked areas stand out
above the median response, and the cancellations move
below. Our ears track along the brightest lights of the
spectral areas that stand out. A peak in the vicinity of the
median response will stand out just as we are able to see a 
hill on a flat horizon. A median response area in the neigh-
borhood of cancellations will also stand out in a similar
fashion. A peak that is bordered by deep cancellations is
the most extreme case due to the contrast in levels. In all
cases a new tonal character is born. As more summations
are added, the response complexity increases. The enve-
lope is reborn into the shape of the leading spectral areas.

The bandwidth of the peaks plays a critical part in the
level of tonal perception. The ear has limited tonal resolu-
tion. The finite levels of the ear's frequency resolution are
extremely high. Very small changes in an oscillator pitch
are detectible even to an untrained ear. But discerning
pitch and discerning tonal character are different tasks. The
frequency resolution to which tonal character is audible
is known as critical bandwidth (Everest, 1994, pp. 46-47).
The implication is that peaks and dips that are narrower
than critical bandwidth are not perceived as tonal varia-
tions. This does not mean that narrow peaks and dips
have no audible effect, but rather that they are perceived
as spatial or temporal effects. Recall from Chapter 2 that
the bandwidth of these comb filters is related to the wave-
length offset between two summed signals. At a given
frequency, the percentage bandwidth (in octaves) of the
filtering is inversely proportional to the time offset. When
the time offset is large enough to narrow the filter below

Figure 3.19 Tonal envelope example
(A) wide peaks with dips on their sides;
(B) wide peaks composed of a series
of smaller peaks above the median
line; (C) large narrow peaks which are
less audible



167

measurements that looked just fine 
only to find that it sounded awful 
when I listened to it. At this point 
it is real important to trust one's 
ears. It is so easy to get caught up 
in the technique and forget what 
the task really is. All it takes is a 
measurement microphone in the 
wrong place or using the wrong 
strategy when equalizing the 
system. This is when I find out — if 
it does not sound right, it is not 
right. I will go hack and start from 
the beginning and do it again! 

Alexander Yuill-Thornton II 
(Thorny)

the tonal threshold its effects become apparent in the time
domain as spatial spreading and, eventually, discrete echo
perception.

Field experience confirms that the perceived tonal enve-
lope is consistent with the response trends as we see them
on a high-resolution complex analyzer. Wide bandwidth
peaks are the most identifiable, even if they are only a 
few dB above the median. Very narrow peaks of a compa-
rable level are less of a tonal concern. Critical bandwidth
is not a single value and is a subject of ongoing debate.
The most common value found is around 1/6th octave in
the mid- and high-frequency ranges. In the lows the ear's
frequency resolution becomes more linear as does the
critical bandwidth. The practical implications of this are
seen in how we might attempt to compensate for the tonal
irregularities with filters. It makes sense to allocate them
toward solving the most audible disturbances, i.e. the wid-
est peaks. Prioritization goes down from there, with peaks
and dips that are too narrow to be perceived tonally being
best left to other solutions.

This is not to say that the presence of dips in the response
is inaudible. It is simply that they are not audible by their
presence, but by their absence. Large areas of absent
response are noticeable over time. Portions of the music
are missing. The most noticeable aspect is the change in
tone of a particular instrument or voice as it moves through
the scale. Some notes stand out, others are lost and others
have unexpected colorations of their harmonic structure.
Reducing the peaks down to the median level will prevent
them from standing out, but it will do nothing to restore
the missing pieces caused by cancellation. These fine can-
cellations are still a concern for us, but they are not wide
enough for us to attempt treatment with tonal solutions,
i.e. filters.

Echo Perception
Tonal quality, spaciousness and discrete echoes do not
come from separate planets. They are caused by the same
mechanism: the presence of the original direct sound and

imperfect copies that arrive late or with modified frequency
response. There is no hard line between these perception
characterizations. Like every other aspect of our audio
waveform behavior, the line is frequency-dependent.

There is nothing in acoustical physics that shows a 
defining line between early arrivals that are heard as tonal
change and those that are perceived as echoes. If mea-
sured in the time domain, any separation of time is seen as
a discrete separate impulse. Adding more time offset sim-
ply spreads the impulses apart. In the frequency domain
we see a continuous narrowing of the comb filtering. In
either case nothing informs us directly of changes into
spaciousness or discrete echoes. The dividing line is in our
head.

We know where the tonal change comes from: early
arrival summation. We know where the spatial perception
comes from: middle arrival summation. We know where
discrete echoes come from: late arrival summation. How
do we define late? Late is when we hear it as an echo and
we have now created a circular argument.

Since we know that this is excitation-signal-dependent,
we need to look at how the signal type affects summa-
tion. The key difference is the role of summation duration.
Continuous signals have extended summation duration
time, and are experienced as coloration. Transient signals
have the minimum duration and are the first to move over
to the other side. Since high frequencies have the shortest
periods, their transient peaks will have the shortest dura-
tion. They will be the first to cross the line.

Since the time offset aspect of summation operates as a 
sliding frequency response filter in our tonal perception
it is fair game to apply a sliding scale for echo percep-
tion. Late for 10 kHz is a very different matter than late for
100 Hz. An arrival that is 5ms late will cause comb filtering
at 10 kHz that is l / 50 th of an octave wide (an offset of 50
wavelengths). This is far beyond our critical bandwidth
(an offset of six wavelengths) for tonal variation. What is
it then? It has to be something. At the least it is a poten-
tial echo. If the signal is transient in nature we will hear
it as an echo. We are certainly not going to try to equalize
it, so for our purposes, it's an echo. What is happening

Perspectives: More 
than once I have 
equalized a system with 
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How could the 30 Hz wavelength have separated from
itself when it had not even completed a single cycle?

This does not necessarily conflict with the mainstream
audiology community findings. Their accepted numbers
are based on speech transmission and their 60 ms findings
are consistent with the mid-range perception transition.
Our work in system optimization goes beyond the range
of speech.

Spatial Perception
There are times when we can precisely pinpoint a single
source of sound. At the other extreme are times when
we can pinpoint multiple sound sources in the form of
echoes. In between these extremes is space, the final fron-
tier. The gray world between is that of spatial perception.
The sound source is experienced as "big," "fat," "wide,"
or any variety of terms that mean one thing: our ears are
receiving conflicting information about the sound source
location and duration (Everest, 1994, pp. 295-301). We
know from our discussion of localization that the sound
image will favor the direction of the first arrival, unless
this is strongly dominated by level offset. That does not
mean that such a perception is equivalent to hearing sin-
gle source. Far from it. Consider the following. Precedence
effect movement of the sonic image has already run half
its course with just 2.5ms of time offset. At 10kHz this is
an offset of 25 wavelengths, enough to move it over to the
echo perception side. At 100 Hz it is laughably insignificant
offset of 1/4 wavelength. Who is driving the spatial ship?
It's the high end, of course. The perceived result is that
the high-frequency image has moved the farthest toward
the early location. The mid-range and low frequencies are
stretched across the horizon between the sources, since
they are separated by fewer wavelengths. The composite
image is smeared across the horizon.

We could say that low frequencies have more spatial
"elasticity" than their HF counterparts. The image stretches
between such sources easily in contrast to the highs which
snap apart quickly. By the time we add enough time offset

at 100 Hz? 100 Hz? Do you read me? We regret to inform
you that 100 Hz (half wavelength offset) has undergone
the ultimate tonal variation: cancellation. Its neighbor,
200 Hz, received an octave-wide tonal boost in the process.
The sliding scale of tonal to echo is as plain as the loga-
rithmic teeth of our comb filter. Where the teeth are wide
we hear tone, when they get too narrow we have echo
potential.

One of the common numbers given for the echo percep-
tion threshold is 60 ms. Such delay would create filtering
of approximately 1/24th octave in the range of 400 Hz. The
time threshold numbers spring from research that used
the voice as the source. 400 Hz is in the heart of the human
voice range, so it makes perfect sense that we would per-
ceive the voice as having crossed over the echo perception
line. But the vast majority of a bass guitar is below 400 Hz,
and the high hat is miles above this. What if we were to
reverse the perspective of our threshold standard from
time offset to its frequency response effects? What if we go
with 1 /24th octave (24 wavelengths late) as the threshold
instead of the fixed time of 60 ms? This would translate to a 
sliding time scale with 2 ms at 12 kHz and 240 ms at 100 Hz.
This would be significant since this would give us a single
threshold from which to discern between time domain
and frequency domain solutions. Optimization options
for arrivals under the l / 24 th octave threshold would
include the possibility of equalization, whereas those
beyond would be restricted to delay or other solutions.
Does it hold up? Though I have no research laboratory to
back up this claim, my own research and experience sup-
port it. I have listened to summed highly transient signals
and continuously adjusted the time offset. The transition
to echo happens gradually, beginning with only the high-
est frequencies and steadily moving more and more of the
lower spectrum over to the other side. The transient peak
showed perceptible separation of the highest frequencies
in less than 2ms. This is consistent with l / 24 th octave
expectations. As the time is increased to 10 ms the splitting
was extremely apparent in the mid-range and yet sounded
only stretched in the lows. By 25 ms the signals sounded like
they were strongly separated. But we know they weren't.



169

should be to help you understand 
what your gear is doing and what 
you are hearing. The more you see 
the measurement as an explanation 
of what you are hearing and the 
way that your system is affecting 
a signal, the more effective the 
measurement system will be in 
helping you optimize a system! 

Sam Berkow 

to move the low-frequency image over to the early side we
will have long ago crossed the line into echo perception at
the higher frequencies. Obviously this won't work.

The spatial perception zone is the area where the time
offset is low enough to move the image at some frequencies
without being perceived as discrete echoes at others. Sig-
nals with lots of transient high-frequency content have the
smallest window between the tonal and echo perception
worlds. Signals with filtered high frequencies (and there-
fore reduced transient response) can arrive later, and add
to the spatial experience under our echo perception sonar.
Symphony hall acoustic design requires mastery of the
sequence of arrivals such that later arrivals have lesser
amounts of high-frequency content. The goal is maximiz-
ing the spatial perception in the listener's experience, and
minimizing the echo perception.

Perception Zone Detection
Is there any way we can tell where we are with an ana-
lyzer? Fortunately, yes. The answer can be found in a high-
resolution frequency response. The tonal perception
zone is found where the summation sources are a small
number of wavelengths apart. If one follows critical band
theory then we can set the threshold at 1/6th octave. There-
fore the tonal zone is found when the combing is spaced
by l / 6 t h octave or less. The echo perception zone surfaces

when we have exceeded the ear's tonal resolution, which
experimentally we have found at l / 24 th octave (24 wave-
lengths). The area between is the spatial zone. An analyzer
with l / 24 th octave, or better, logarithmic frequency dis-
play can provide us this information. Such a response is
shown in Fig. 3.20.

Stereo Perception
Introduction
Stereo music reproduction is one great life's great audio
pleasures. Sound is spread over the horizon as each instru-
ment occupies a unique place creating a rich musical
panorama. Stereo reproduction is unquestionably more
"fun" to listen to than a comparable monaural reproduc-
tion. That is, of course, provided that we are in the listen-
ing area where the stereo panoramic effect actually occurs.
For those listeners outside of the preferred seating area,
the mono system is at least as good, if not better than the
stereo.

How does stereo work? What are its limits? Are there
any side-effects? How does this fit into our system designs
for large spaces? To begin to answer these questions we
must first understand how stereo is perceived. Stereo is a 
state of mind. It happens in our heads. It is a by-product of
our binaural localization and the confluence of our dual-
channel listening system.

Figure 3 20 The role of wavelength offset in the perception of
summation signals. Small offsets create a perception of tonal change
while large offsets create the perception of separate sources. The
wavelength offset at a particular frequency is a function of the time offset

Perspectives: The 
goal of any acoustic 
measurement system 
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Panoramic Field
We all know that the best seat in the house for stereo is the
center, and that as we move off-center the quality of the
effect diminishes. But why? Stereo perception is a based

Figure 3 21 The panoramic field is controlled by the relative level settings of
the pan pot

first on the ILD (level offset) system of our binaural hear-
ing. We saw previously how a single channel of audio
signal could be routed to two speakers at different levels
and moved from side to side. The image can be placed
anywhere on the horizon between the two speakers, the
width of which is the panoramic field. Placement of the
signal in the field is controlled by a panoramic potentiom-
eter (hence the name "pan pot") on the mix console. This
control maintains a constant overall level with a variable
level offset between the left and right channels.

Distance Factor 

As we approach a stereo pair, the angle from center
to the individual speakers increases. The panoramic field
expands proportionally. The inverse occurs as we move
away. It is generally accepted that the optimal stereo pan-
oramic field angle is around 30 degrees from center. This
is easily accomplished at home or in a studio where the
speakers are targeted to a single point, the "sweet spot."
Overly wide stereo fields of greater panoramic width tend
to have insufficient image stability in the center area, while
smaller fields will have a compressed range of positions.
The compressed field translates to "not as fun." Wide-
angled fields have the smallest percentage of area where
the stereo perception remains strong. Narrowed fields
have a larger percentage of stereo area, but with a lesser



171

panning and control. I work 
in surround situations and 
unconventional spaces, and the 
illusion of panning really requires 
close attention to the real effects of 
system timing for it to come off. 
In the end nothing substitutes for 
the ability to listen to a panned 
effect from many different locations 
in the house, and little by little 
the conventions of a technical 
production process are changing 
to make time available for these 
difficult effects to be programmed 
successfully.

Martin Carillo 

days placing and aligning both 
main and near-field monitors in 
the control room of a large studio 
complex. The studio room was well 
equipped with a grand piano, a 
very spacious drum booth, several 
vocal booths, etc., and was big 
enough for a sixty-piece orchestra. 
I remounted and rewired outboard 
equipment into lower profile racks 
to avoid reflections near the mix 
position and even time-aligned the 
near fields with the mains so that 
engineers could fade from one to 
the other seamlessly. 

effect. In a concert setting we have an extended width and
depth of coverage. Therefore it is a certainty that the width
of the panoramic field will vary over distance and lateral
position in the hall. Sadly we can not fulfill the marketing
department's promise of stereo in every seat.

Off-Center Effects 

From the center position our perception of the level pan-
ning is the most accurate, due to the fact that the relative
time (ITD) between the sources is neutralized at zero. As
we move off the center axis we find ourselves affected by
both the time offset and level offset mechanisms. A small
move to the left brings us closer to that side raising the
time offset in favor of imaging to the left. The result is that
a signal panned to the center now appears left of center
and one that is panned to right center moves to the center.
As we move further off-center, the discrepancy between
the electrical panoramic placement and the acoustically
perceived placement increases, until we reach the point
where we are 5 ms closer to one side than the other. At
this point all of the image steering capability of the prece-
dence effect has run its course. Any further image move-
ment will have to be done by the brute force of dominant
level offsets. By the time 30 ms of time offset has accrued
we begin to venture into the zone of strongly perceived
echoes. Our stereo field effects have run their course from
"fun" to negative as we move off-center.

With this lateral movement a number of factors conspire
to reduce the quality of the stereo experience. The first is
the angular compression of the panoramic field. At center
we have equal angles between our position and the left
and right speakers. As we move off-axis the angles of the
stereo field are reduced and become asymmetrical. For our
example we will consider a stereo field that comprises a 
total of 60 degrees (30 degrees for each speaker to center).
We will begin with the listening position 30 degrees off-
center. A leftward move reduces the overall angle between
the sources by geometric triangulation. The angular spread
between left and center widens from the listener perspec-
tive, while the angular spread between center and right
compresses.

However, the leftward listening position shifts where a 
center-panned image occurs and causes the left channel's
portion of the stereo field to be reduced. The right side
does the reverse: narrower angle of coverage spread and
wider angle of placement field. As we move far off-axis
the center panned material moves far to the left and is
indistinguishable from material panned to the left. This
compresses the left's portion of the stereo horizon to a 
sliver. By contrast the right channel occupies the rest of
the horizon line. A large amount of panoramic movement
from center to left will result in a few degrees of move-
ment. Panning from center to right will have very little
effect until the signal is panned almost exclusively to the
right, at which point the image jump quickly outward
towards the far speaker.

Mixed Signals 
Stereo panning can be managed for more than a single sig-
nal. Mixed signals may be used, with each channel having
their own level panning. The result is that different chan-
nels can occupy different positions in the panoramic field
simultaneously.

Stereo Scaling
Having listened to stereo at home for all of our lives it
seems self-evident that such a scheme is transferable to the
concert venue. Left and right channels can be placed in the
same arrangement as at home. As long as the speaker arrays
have lots of horizontal coverage overlap the stereo image
will behave similarly to our living room, right? Unfortu-
nately not. The distance factor dominates the stereo. Recall
our previous discussion of the "Pythagorean problem" (see
Fig. 2.21). The level offsets scale as a ratio of the distances.
This leads us to view a large space as having the same ste-
reo level distribution as our living room. This is true. The
time offsets are a different story. They accrue linearly, one
millisecond at a time. In time-offset terms the large space
provides us with no quantity discount, and no ratio scal-
ing. When we are off-center, we are out of time. Period.

Perspectives: Delay is 
the most underestimated 
consideration in source 

Perspectives: Know
your client. I once 
spent one and a half 
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The client was amiable enough 
but implied that I shouldn't worry 
if things weren't perfect. He had a 
very relaxed attitude considering 
I was aligning a studio that 
was clearly represented a major 
investment. As was my normal 
practice, I aligned the monitors for 
a wide "sweet area" and conducted 
listening tests using CD tracks 
that I knew well; then, once 
satisfied, approached the client for 
a selection of secondary master 
tapes so that we could fine align 
the system to his particular wishes. 

The first track was a well-known 
TV advertisement for frozen peas 
followed by one for washing 
powder and another for toothpaste!
The client then explained that most 
mixes would be finalized using a 
typical domestic TV as a reference 
monitor. The main and near-field 
monitors would be used to check 
for hum, clicks and high frequency 
crosstalk though ... 

Jim Cousins 

Figure 3.22 Stereo panoramic field over angle  (A) level panning from center; (B) delay panning from center; (C) level and delay panning from side; (D) level and
delay panning from side/center
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Figure 3.23 Stereo panoramic field. Multiple locations
for a system over distance and angle

Figure 3.24 Stereo panoramic field in the home. The gray area denotes areas outside
the stereo field
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Figure 3.25 Stereo panoramic field on a concert scale. The gray area denotes areas
outside the stereo field. The same dimensional relationship is maintained as in the
previous figure, but the distances are 1 0 x larger. Note the reduction of the proportion of
seating inside the panoramic field area

Figure 3.26 Stereo panoramic f                    
area is inside the panoramic window

The effect of the scale change on the center is obvious
but not too troubling. The stereo field gradually dimin-
ishes over distance until the width is so small we hardly
notice it. It is in the off-center areas where the outcome

is not as expected. The culprit is not a few tenths of a dB
of level offset. It is time. Our binaural localization system
runs out of gas after 5ms, i.e. the localization needs more
than 10 dB of level dominance to move the image if it is
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though it has the so called "sweet 
spots." Even so I think that one 
must continue to work with audio 
in this fashion. Certainly the scenic 
and lighting designer's rarely 
consider the audience seating 
off-center. Looking at the visual 
reference (the stage) from different 
angles requires the sound to be as 
unique as is the visual input. 

Jonathan Deans 

more than 5 ms late. We do not have to go far off-center
in an arena to get 5 ms closer to one side. After we have
vacated the central zone the system becomes two monaural
channels. Only the items panned exclusively to the one
side will be heard from distinct locations. Everything else
will appear at the nearest speaker location. For most arena
concert listeners, the positive side of the stereo experience
is all the excitement of the occasional tom drum or special
effect appearing on the opposite side. The negative side is
one of decreased intelligibility, increased tonal distortion
and increased echo perception.

The shape of the stereo field on a large-scale system is a 
wedge that expands over distance. The width of the wedge
is determined by the speaker spacing. As the spacing
widens, the wedge narrows, leaving a smaller proportion
of listeners in the field. As the spacing narrows, the wedge
widens, but the panoramic width narrows, thereby creating
a less than thrilling stereo experience. Here are our choices
for large-scale spaces: wide panoramic stereo for a tiny
minority of seats or narrow panoramic stereo for a minor-
ity of seats. Bear in mind that all but the center line seats
will have distorted panoramic placements, due to the time
and level offsets. The proportion of listeners in the wedge
will depend upon the room shape. Long and narrow ven-
ues yield the highest. Wide rooms yield the lowest.

Stereo Side-Effects
To determine whether stereo is worth the trouble requires
an examination of the possible side-effects. If the effect
enhances it for some, and does not degrade the experi-
ence for others, then we have a clear directive: go for it.
But the side-effects are substantial. They are the products
of summation due to the source displacement of the left
and right sides. Any signal that is not panned exclusively
to one side will create a stable summation in the space.
Every seat that is off-center will be affected differently due
to the changing time and level offsets between the compet-
ing sources. For those listeners closer to center the effect
will be the tonal variations of comb filtering. Those on the
sides will be subjected to discrete echoes. The extent of the

Figure 3.27 Stereo panoramic field in a wide space. The gray area denotes
areas outside the stereo field. A lower percentage of seating area is in the
panoramic field. Attempts to cover the side seating areas with stereo sound
will result in perceptible echoes

degrading effects depends upon the degree of overlap in
the systems. The damage done by stereo is proportional
to the extent to which the level overlap occurs in places
where the time offsets are too large to keep us in the stereo
perception window.

Perspectives: Spatial 
sound is a fascinating 
thing to play with, even 
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Perspectives: One of the 
things I have learned 
over the years is that bad 

sounding gigs get complaints but 
great sounding gigs only silence. 
So if the next day review in the 
local press doesn't mention sound 
it means everything was OK. 

Miguel Lourtie 

Amplified Sound Detection
Is it live? Or is it Memorex™ ? This oft-quoted commercial
ran for years on the US television stations. Jazz great Ella
Fitzgerald would sing inside a vocal booth while a speaker
blared her voice at a wine glass and . . . crash! The wine
glass shatters. We were to conclude that since the wine
glass could not tell the difference between live sound and
a cassette tape then we could be fooled as well. It would
be nice if things were so simple.

One of our roles as audio engineers is to suppress the
clues that can potentially break the illusion that listeners
are in the direct sound field of the performers. We want
the audience to focus on the artist, not the loudspeakers.
We must consider all of the perception clues that tell us
a sound system, rather than a magical breach of physics
laws, has delivered the sound from distant performers
into our lap. There are a large number of factors that must
be managed to create the illusion. It takes only one expo-
sure to break it. One hint might be the hand held mic. With
sufficient effort it is possible to make audience members
who lack professional experience, oblivious to the pres-
ence of a sound system. A perfect case in point is the sound
of musical theater on Broadway. The existence of sound
systems has not been noticed by the theater critics. How
else can we explain the fact that every theatrical discipline
except sound receives annual Tony Awards?

Distortion
All forms of distortion give us clues that a speaker is
involved. Harmonic distortion is the least obtrusive, since
it has the "musical" quality. Intermodulation distortion is
far more noticeable. The by-products of this distortion are
not harmonically related and are detected even at very low
levels. Distortion in digital audio circuits is also unrelated
harmonically and therefore is to be avoided.

Clipping occurs when an electronic stage is run past its
voltage limits. Clipping is audible as momentary bursts of
both harmonic and intermodulation distortion followed
by undistorted periods when the signal is within limits.

Operating the system within its limits is, however, a mix
engineering issue, and there is no system design or opti-
mization strategy that is immune from this possibility. Our
design goals will be to provide sufficient headroom in the
system to minimize the time spent in overload.

Compression
One means of preventing the destruction of loudspeaker
components is the use of compressors and limiters. Both
devices reduce the voltage gain through the system after
a threshold level, based on the power limits of the driv-
ers, has been exceeded. The sonic effect is to dynamically
flatten the response, so that the loudest passages do not
cause excessive clipping. This is far less audible than gross
clipping but when taken to excess will be noticeable as an
unnatural dynamic structure. The worst case is an overly
worked compressor that "breathes," i.e. has audible clamp
and release actions. Again, this is an operational issue.

Frequency Response Coloration
The frequency response has many clues for us in the
identification of sources. If a clarinet does not sound like
a clarinet, then we are set to wondering how this could
be happening. Could a strange room reflection cause that?
How many drinks did I have? Ah yes! There is a sound
system involved!

A frequency response that has substantial peaks and
dips will attract the attention of the ear. We have sonic
expectations in our heads. Our memory contains a map of
what a particular instrument or voice should, in our opin-
ion, sound like. A secondary memory map contains what
that instrument sounded like just seconds ago. If sound is
consistently unnatural, or unnaturally inconsistent we are
prone to suspect a sound system is involved.

False Perspective
A violin is a violin. But a violin placed on my shoulder
has a very different sound from one that is 30 m distant.
We carry more than a memory map of the violin in our
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recognize sound, when the sound 
fits the visual cue. When sound is 
out of place, it is sensed as an effect 
or as an error. 

Jonathan Deans 

heads — we also carry a sonic perspective. A distant violin
should not sound like a close one, nor should a close one
sound far away. When this occurs we are sending the clues
of false perspective.

When we reinforce a sound source we are distorting the
natural sonic perspective. By adding level and extending
the high-frequency response, a distant source is perceived
as near. There is good reason to do this. It brings the audi-
ence closer to the performance. This also allows performers
to reach the audience without having to bellow their voices
in the manner of the classical theater actors and opera
singers. For theatrical performers the advent of sound
systems has allowed a much greater range of realistic
speech and emotion to be available. A song can come down
to a whisper, but still be heard. In short, with only "natu-
ral" sound the actors must speak in an unnatural way in
order to project to the rear. With "unnatural" sound (that's
us) the performers can speak in a natural way.

The process has its limits. We want the audience to
suspend disbelief, as they would do while immersed in
a movie plot. It is critical not to push the envelope too far.
We do not want audience members to feel the actors are
directly at their ears. Distant sound sources have reduced
direct to reverberant ratios, large amounts of low-frequency
room reflection summation and large amounts of high-
frequency air loss. They are also low in level. Close sounds
have a high ratio of direct to reverberant sound, a mini-
mal amount of low-frequency summation from the room
reflections and minimal loss of high frequencies. They
are also much louder. We will need to be mindful of the
expected natural qualities in order to remain undetected
while moving the perspective.

As we move closer the level increases, the high-frequency
response increases, the low frequencies smooth out and
the room falls away. All of these qualities can be achieved
by our sound system. The "whispering in your ear" qual-
ity is prevented by never allowing the range above 10 kHz
to peak above the main body of the response. This extreme
presence of HF energy on top of the signal occurs natu-
rally only in the nearest field. Therefore high-frequency
extension in our speakers aimed to the distant locations

must be capable of reaching the back without overheating
the near seats.

It is also possible to reverse the perspective and make
near sources appear distant. This is not desirable in most
cases. Nearby off-axis areas have a similar response to
distant areas. As we move off-axis, the experience is one
of becoming more distant. The lack of high-frequency
coverage mimics the air loss and pushes our perspective
back.

A second way to create false perspective is by overly
aggressive low-frequency reduction in the far field. If the
low frequencies are flattened down too aggressively at
great distances the response too closely resembles a near
field response to remain plausible.

If the low frequencies are reduced to a level under the
mid-range, a "telephone" tonal quality arises. There is
nothing in nature, short of talking through a tube, which
reduces both highs and lows, while leaving the mid-range
intact. If our system exhibits telephonic qualities, the illu-
sion is broken, the tone is undesirable and the audience is
liable to pick up and answer their cell phones.

Dual Perspective 

Another way to expose the speakers is dual perspective. We
cannot be both near to and far from a sound source at the
same time. We cannot be simultaneously in a small room
and a cathedral. If the high frequencies appear to come
from a nearby source and the lows from far away, we have
a case of dual perspective. The most common mistake in
this regard is in the case of under balcony delays. Aggres-
sive low-cut filters on the delays attempts to reduce low-
frequency summation in the hopes of better intelligibility.
Main systems and remote systems do not combine evenly
over frequency. In the mid and upper ranges the combined
perspective is near field, since the delays dominate. In the
low frequencies the distant mains are dominant. This will
always happen to some extent but the removal of the lows
from the delays serves only to exacerbate the difference.
This creates an unnatural dual perspective of both near
and far field experiences.

Perspectives: It is 
apparent that the general 
audience finds it hard to 
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the real thing will do the trick. 
I've found that when you can't 
have the real phone ring or the 
TV onstage the audience won't 
maintain their suspension of 
disbelief but when you do have 
that level of verisimilitude then 
there is a certain amount of the 
metaphysical in the realm of that 
suspension that one has to make up 
for. Capturing an audience's belief 
in the action onstage demands a 
certain amount of astonishment 
and surprise around the edges of" 
the reality. The line between the 
sonic "reality" or naturalism, and 
the sonic possibility of the unreal 
or the dreamlike reality of real 
artifice can pose some of the most 
interesting problems for source, 
and speaker placement. And 
therein some of the greatest need 
for accurate loudspeaker delay, to 
facilitate convincing transitions 
from the world of the actors to the 
world of the audience. 

Martin Carillo 

Another version of dual perspective occurs in multiway
speaker systems, such as a two-way speaker where the low
driver and high driver have very different directional prop-
erties. As the directionality changes, the perspective moves
with it. The increased directionality of the highs brings the
listener's perspective forward while the lows move them
back. It is natural for this to occur gradually in a room. It is
not natural for it to happen in a single note as might hap-
pen if steep filters are used in the frequency divider.

A secondary form of this arises when speakers covering
different frequency ranges are displaced. This is typical for
subwoofers, which may be on the ground while the rest
of the system is flown. It is possible to find a split sonic
image with low and high frequencies coming from differ-
ent areas. This is most audible when the displacement is
large and/or the spectral crossover is steep. See Chapter 2 
for more on the subject of crossover audibility.

Sonic Image. Distortion 

We have already discussed the mechanics of sonic imag-
ing. If the sound appears to be coming from speakers
instead of the natural source, this in an obvious case of

Video projection at
the rear of the stage will need to be
delayed to be synchronized with the
sound from the speakers (Photo  Dave
Lawler)

false perspective. Even if the sound is a perfect copy of the
original it will not fool anybody if it does not appear to be
coming from the performer. Our speakers will need to be
strategically selected and placed, with carefully set timing
and level to produce plausible imaging results.

Synchronization

Many large-scale events include video projection in order
to enhance the experience for distant attendees. In such
cases there is no longer any pretense that we are viewing
the actual performer, therefore we will not need to hide
the presence of the sound system. There are, however, the
potentially disturbing effects of unsynchronized sound
and video. The image from the video screens will arrive
ahead of the sound, unless video delay is added. Lack of
synchronization of video and audio decreases the speech
intelligibility as our subconscious lip reading conflicts with
the audio. Besides — it is just plain annoying!

Microphone Reception
Introduction
Our ears are not the only receptors of sound. Acoustical sig-
nals can be captured and converted into electronic signals
by microphone transducers. Microphones have a great
variety of uses in our systems, most of which are captur-
ing the emission of sound sources that will be transmitted
by our speakers. For signals of acoustic origin the micro-
phone is the point of initial entry into our sound system
and it can be said that our principal effort is to recreate the
sonic experience at that microphone position to our listen-
ers. In that sense the microphone is our surrogate ear, and
its faithfulness to our ear's response would seem to be a 
defining factor. The reality, however, is not that simple.

Comparing Microphones to Our Ears
Microphones differ from our aural system in very distinct
ways. Our application on stage has strong factors that favor

Perspectives: In the 
intimate theater it's rare 
that a substitute for 
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microphones that are far different from our ears. First, our
ears are a binaural system separated by our head. To recreate
this experience requires a pair of mics, placed on an
artificial head shape. This practice is known as "dummy
head" or binaural recording. Recordings made in this fash-
ion are particularly fascinating, but extremely limited. The
chief limitation is that the recordings must be played back
on an analogous speaker system: headphones. This lim-
its us to the 3-D glasses, virtual-reality type of application
and special rooms with a precise listening location. Every
few years "a major breakthrough" occurs as someone
announces the impossible: that they have a special proces-
sor that can provide this experience to an entire room.

The practical compromise for recreating the human
hearing experience is a simple stereo recording pair. The
mics are placed in close proximity and splayed apart. The
individual mics will have increased directional control
over that of our hearing system but will otherwise create
a familiar experience. For this to work, the mics must be
placed sufficiently distant for the stage sources to have
mixed themselves together. Such a placement strategy is
pretty much useless for sound reinforcement miking due
to leakage. Mic placements that mimic our hearing are out
for the stage. What will work?

Microphone directional control is of extreme importance
in sound reinforcement applications. All acoustical stage
sources will find their way to all mics at differing level
and delay offsets. When the microphone signals are mixed
together in the console the resulting electronic summation
will have comb filter distortions of the source responses.
There are several defenses against these comb filter effects.
Close miking of the sources, with highly directional mics,
affords a large degree of sonic isolation. This does, how-
ever, create a false perspective issue, as described above,
where the listener is transported to positions such as
inside the kick drum. To create a realistic perspective will
require modification of the response at the mic or in the
mix console.

A second defense is sonic isolation on stage, by use of
baffles, or politely asking the musicians to confine their

levels to the local area. All musicians want to hear them-
selves and some musicians actually wish to hear the other
musicians. This presents an additional complication: stage
monitors. These sound sources introduce an additional
leakage path that leaves us wanting to maximize direc-
tional control in the mics.

We can conclude then that the stage area of popular
music group is an acoustical combat zone. The mix engi-
neer's approach is to isolate the sources as much as possi-
ble, with the hopes of reassembling the pieces in the mixer.
Microphones that simulate the human hearing mechanism
are not a suitable choice for this task.

Measurement Microphones
The primary mission of microphones for system opti-
mization is to gather response samples at different loca-
tions in the room in order to monitor the transmission.
These samplings will need to contain both the direct sound
and the reverberant field as our listening experience is
affected by both. The omnidirectional mic, aimed in the
direction of the sound source, is a reasonable approxi-
mation to the response of a single ear. The pinna has a lim-
ited degree of high-frequency front/back directionality as
does the omnidirectional mic. Cardioid mics, by contrast,
are far more directional than the ear and change their low-
frequency response over distance (the proximity effect).
The role of our ears in vertical and horizontal localiza-
tion will be lost, but the summation frequency response
is a close approximation to the perceived tonal response.
Therefore, the surrogate ears for our transmission moni-
toring will be single omnidirectional mics placed at strate-
gic positions in the hall.

The criteria for measurement mics go beyond extremely
flat frequency response alone. The mics must be low dis-
tortion, and have dynamic capability sufficient to mea-
sure the system transient peaks without distortion. The
self noise must be below the ambient noise level in our
space. Unfortunately this is rarely an issue, as all but the
best recording studios have so much ambient noise that
our microphone self noise is academic.
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Omnidirectional Microphones 

Measurement mic specifications:

• Frequency response: 27Hz to 18kHz ± 1.5dB
• Omnidirectional
• Free field
• THD < 1 per cent
• Max SPL without overload > 140 dB SPL
• Self noise < 30 dB SPL (A weighted).

Cardioid Microphones 

There are experienced users in the field of system opti-
mization that use multiple cardioid microphones for test-
ing. There are several important considerations worth
bearing in mind when substituting cardioid mics for this
application.

Omni vs. cardioid measurement microphones:

• The cardioid microphones will give superior coherence
readings, reduced frequency response ripple and gen-
erally easier to read data.

• The cardioid mics are more directional than the human
ear, and therefore the optimistic readings may be mis-
leading. This is somewhat mitigated by the fact that the
omni mics are less directional than the human hearing,
thus giving a pessimistic response.

• The cardioid mic must be very precisely aimed at the
sound source for accurate results. This requires vigilant
attention to prevent false conclusions regarding speaker
high-frequency response.

• There is an additional complication when measuring the
interaction between two sources. If the sources originate
from different angles to the mic they cannot be both
simultaneously on-axis. If the mic is placed on-axis
to one it rejects the other, if placed at the center axis
between the sources then the error is spread to both.

• The proximity effect, while well known for its effect in the
near field of cardioid mics, continues in the far field. As
the mic moves away from the source, the low-frequency
response continues to roll off. Distant free-field mea-
surements will show a reduction for each doubling
distance. Indoors there is a natural tendency for low-
frequency response to rise in the far field due to strong
early reflections. This audible effect will be removed
from the measured data by the proximity effect of the
cardioid mic.
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Introduction
Sound engineers are from Mars, acousticians are from
Venus

The above caption refers to a popular book by John
Gray that focuses on the challenges that we humans face
in communicating our needs with other people that do
not share our perspective. In Gray's book the parties are
men and women respectively. Neither is right nor wrong,
but both have very different approaches to life. The key
to success, in Gray's view, is to maintain your separa-
tion, but understand the other's perspective. Then the
relationship can meet the needs of both parties as effec-
tively as possible. If the parties fail to understand each
other's perspective a cycle of conflict and blame assess-
ment degrades the potential for a satisfying union. So it
can be with sound engineers and acousticians. However,
it does not have to be so.

A symphony hall acoustician is informed that there is
trouble in his recently designed concert hall whenever the
sound system is used for popular and jazz music artists.
It was known from the start of the project that this hall
would feature such a variety of artists and the owners had
been assured that the acoustics would be perfect. The hall
has been a major success for the symphony so there was

no need to further evaluate the architectural acoustics. The
problem must be the sound system: the 40-element speaker
system, designed for the space by audio engineers. The
acoustician proposes a solution: a single omnidirectional
point source speaker system, a dodecahedron, is to be
hoisted above the stage and replace the existing speakers.
This is the type of sound source that acousticians use to
simulate the radiation of sound from a symphonic stage.
The acoustician was perfectly correct in seeing that the
transmission characteristics of the 40-element speaker sys-
tem would not excite the room in the same way as does
a symphony on stage. The omnidirectional speaker much
more closely resembles the emission characteristics of nat-
ural sound from the stage.

Was this the solution? Of course not. The result was
persistent feedback and unintelligible sound. The previ-
ous sound system alone could not be the solution either.
Both approaches suffered the same fatal flaw: a mismatch
of the emission/transmission system to the reception area.
The natural sound transmission model works best when
the emitting source is directly coupled to the reception
area (the room) which is shaped and conditioned to act as
the transmission system. The amplified sound transmis-
sion model works best when the sound source is uncou-
pled from the room and where the room acoustics provide

E v a l u a t i o n

4
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out of 100. If you are a sound engineer and don't believe
this, I would suggest you rethink your career choice.

Consider the following: we have been handed the sound
design contract for the Rogers and Hammerstein's musi-
cal Carousel. The production will be performed at the
1600-seat Majestic Theater which is highly rated for its
excellent acoustics. This is the very same Broadway stage
of Carousel's 1945 debut. The orchestra will have the same
assembly of instruments in the same pit. Costumes and
sets will be done in keeping with the traditional look of the
show. There will be no ocean of noise coming from mov-
ing lights. This will be the revival to end all revivals. How
about the sound system? If we believe that natural sound
is best, then we would be obliged to resign the project.
There is no need for an amplification system. The original
show was composed and staged for natural sound. How
could we presume to improve upon this? The following
problems arise: the director hates it, the performers hate
it, the audience hates it, and the critics hate it. The show
closes in three nights and we will never work on Broad-
way again. Why? What has changed? Our expectations.
Audiences today do not expect natural sound. We expect
magic sound. Sound that arrives at our ears without the
slightest effort required on our parts. We are sonic "couch
potatoes." Get used to it. This is not just a fad. This is not
just the audience either. The performers also want magic
sound. They want to whisper, and yet hear themselves on
stage and be heard at the back. That takes strong magic,
but this is our job. We will not get the job done if we don't
get realistic about the prominence of "unnatural sound."

Why does this matter? Am I just trying to provoke a 
fight? No. Acousticians, please put down your acoustic pis-
tols. Our work toward the optimized design cannot move
forward if we are working under an inapplicable construct.
Submitting to the collective group-think of natural sound
superiority does nothing to advance our position. When
it comes to the sonic experience of audience members at a 
pop music concert, the sound system performance will be
the decisive factor, as long as the acousticians (or whoever
was responsible for the building design) have not created a 
hall totally unsuitable for us. A successful outcome is much

minimal modification of the transmission. Amplified
sound transmission into "perfect" symphony acoustics is
as mismatched as would be the symphony outdoors with-
out so much as a band shell. These are the ultimate imped-
ance mismatches.

Natural Sound vs. Amplified Sound
Which is better, natural sound or amplified sound?

Most people can answer this question without the slight-
est hesitation: natural sound, of course. The conventional
wisdom is that the "unnatural sound" of speaker systems
is something that we put up with in those cases where
natural sound is not feasible. Natural sound, however,
would be the first choice. But in actual practice the oppo-
site is the case. The principal market for exclusively "natu-
ral" sound is limited to extremely small venues or those
cases where "unnatural" sound is forbidden by tradition.
Natural sound can only thrive when the program mate-
rial, the sound source and the acoustic space are in perfect
harmony, e.g. symphony music in a symphony hall, opera
in an opera house or spoken word in a small conference
room. Take any of these acoustic signals out of their scale-
matched, form-fitted environments and their vulnerability
becomes immediately apparent.

If natural sound is so superior, then why has it lost 99
per cent of the market share in the last century? If it is the
first choice, then why do so few choose it? Wouldn't we
be shocked if 25 people were gathered together to hear a 
speech and there were no loudspeakers? What would be
the answer if we asked people around the world to name
the most famous classical music event they heard in their
lifetime? The most likely answer would be "The Three Ten-
ors" concerts, which were performed in stadiums through
gigantic sound systems. Certainly none could argue that
seeing the three famous tenors singing without a sound
system in one of the world's great opera houses would
be far preferable as a patron. The stadium venues were
chosen for their superior gross revenues, not their acous-
tics. Nothing personal. Business is business. An optimized
loudspeaker can beat optimized natural sound 99 times



185

events," those events where very 
good accuracy and/or intelligibility 
is required, like classical music 
or the spoken word. My theory 
is that if what people hear at the 
beginning of an event sounds 
as they expect it to sound; they 
will be quicker to forget they are 
listening to a reinforcement system 
and connect with the event itself. 
1 call the goal "not offending the 
listeners" and over the years it 
seems to have worked well for me. 

Alexander Yuill-Thornton II 
(Thorny)

more likely if we can express our acoustic requirements
realistically, i.e. based on our need for amplified sound.

Contrasting Emission, Transmission and
Reception Models
Natural sound transmission requires three aspects to be in
harmony: the sound source emission, the stage transmis-
sion and the hall transmission. Only then can the listeners
obtain satisfactory reception. The sound begins at the indi-
vidual musicians on stage and travels directly to the audi-
ence reception area. It is accompanied by reflections from
the stage and the house which mixes the sound together
and provides tonal enhancement and increased loudness.
The active transmission support of the stage and house
are absolutely required for both the performers and the
audience. It is as if the audience is on the stage, and the
musicians are in the house. There is no acoustical separa-
tion between them. All aural reception for musicians and
listeners occurs inside the sound transmitter: the room.
There is a continuity of the sound over the space and over
time. The room has a sound that goes beyond a particular
composer or conductor. The room defines the sound and
the sound defines the room.

Amplified sound applications also require three-part
harmony. But it is a very different tune. Each musical
emission source is captured by nearby receptors (micro-
phones) before leaving the stage. The receptors enable the
isolation of the sources from the audience, and from each
other. These are individually electronically transmitted to
the mixing console where the blending and tonal content
of the sources is managed. The mixed sources are then
sent to distinct and separate locations. Some are sent on
stage, in whatever form is most suitable for the musicians
to supplement their local needs. The signals are also sent
to the audience via house speaker systems that provide
controlled coverage to localized zones. The separation of
these transmissions into isolated zones allows for each
area of the audience to have matched sound, even though
they are different distances from the stage. In amplified
sound applications there is not one unified source of house

sound, but rather locally distributed versions of the sound.
On stage they are separated in order to fulfill the unique
needs of the performers. In the house they are separated
to fulfill the common needs of audience members that are
placed at unique locations.

The separation of all stage emission sources allows us to
capture everything that happens on stage and transmit it
anywhere. The separation of all stage and house transmis-
sion sources allows us to send unmatched signals to un-
matched areas to provide matched results for the listeners.
Recall that with natural sound, unity of experience is
achieved by a total lack of separation. By contrast, with
amplified sound, this is achieved by an abundance of sepa-
ration. In amplified sound there is a continuity of the sound
over the space for a given performance but this sonic charac-
ter does not persist over time. The local arena does not have
the same sound for a rock concert on Tuesday, basketball
on Thursday or the circus that plays over the weekend. The
sound system may change from the house PA to a touring
rig, the operator may change from night to night or simply
the mix is changed. Any of these will be perceived by our
audience as changing "the sound." The room is not defined
by the sound and the sound is not defined by the room.

Natural emission/transmission/reception features:

• Individual sources are mixed on stage.
• Emission originates from multiple sources in one gen-

eral location: the stage.
• Transmission support by the room is required.
• Separation between the emission sources and the trans-

mission medium is prohibited. Musician, stage and
house are all one.

• Reception becomes uniform in level and tone by lack of
separation.

Amplified sound emission/transmission/reception fea-
tures:

• Individual emission sources are isolated on stage, and
the stage is isolated from the main transmission system.

• Transmission originates from multiple locations: the
stage, the stage monitors, house main speakers, house
auxiliary speakers.

Perspectives: Most of 
my work has been doing 
what I call "critical 
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Perspectives: One of 
my greatest ever audio 
experiences mis to hear 

the performers at Preservation 
Hall in New Orleans perform, 
and I went back every night of 
my trip there. The irony is that 
it's not a reinforced show — there 
isn't a speaker or amplifier in the 
room — but I learned more about 
what reinforcement and recordings 
should sound like from those 
nights than from a thousand CDs 
and hundreds of live concerts. The 
best players in the world, mixing 
themselves to each other five 
feet away from you. It would be 
impossible to recreate that sound 
without an experience of perfect 
acoustic sound. 

Martin Carillo 

• Transmission support by the room is an optional en-
hancement, not a requirement.

• Separation between the emission and transmission
sources is required. Musician, stage and house are all
separate.

• Reception becomes uniform in level and tone by virtue
of separation.

Notice that the role of the room and stage acoustics were
the prominent factors in the natural scenario and not even
mentioned in reference to the sound reinforcement. This is
not to say that these factors will not have decisive effects
on the outcome. They most certainly will. But our needs
regarding the room are so different that our thinking in
this regard must be substantially restructured. The room
is not required for level or tonal uniformity of our signal.
In fact, strong early reflections, the centerpiece of classi-
cal architectural acoustics, are highly counterproductive
to that effort in our case. The room acoustics will serve us
best as a spatial enhancement effect rather than a power
transmission aid. For our purposes we will need only low-
level, diffuse reflections as a spatial enhancement. Other-
wise we would prefer to handle the matter ourselves and
ask the room to politely step aside. In the classical world
the rooms have a sound. In the sound reinforcement world
neither the room nor the speakers have a sound. The art-
ists have a sound. When a comedian is booked at one of
the world's great symphony halls, people do not come
for the sound. They come for the jokes. The management
will have to come to terms with the reality that the "per-
fect acoustics" of their symphony hall are imperfect for
amplified sound applications. They need a sound system
that can transmit into the complex irregular shapes of the
hall and they need absorption. Lots of it. If not, there are
going to be a lot of refund requests.

Transmission Path Differences
The decisive difference between the natural sound model
and the speaker system model is found in analyzing their
respective transmission paths. The natural sound path

begins with emission from the instruments. These begin
their transmission on stage and maintain a continuous
path that ends with reception in the audience. The room's
role is transmission enhancement. The speaker system
model begins in the same way but the emission immedi-
ately arrives at a reception device: the microphone, which
delivers a version of the emission source to the sound sys-
tem mix console. The combined microphone signals of all
stage sources are sent to a separate transmission device,
the speaker, which carries out the delivery to the audience.
The extent to which the sound system enjoys exclusive
broadcast rights to the audience will depend upon how
much of the original emissions leak from the stage into
the audience area. For the moment we will consider the
stage levels to be low enough to be considered negligible
in the room. This breach in the transmission line created by
the open receptors (microphones) allows for two forms of
leakage between the transmission systems. The first is re-
entry of the speaker transmission back through the mic. In
all cases the re-entry is later than the original source, and
combines with the summation related frequency response
effects described in Chapter 2. In the most extreme case the
transmission line leakage into the receivers that drive it
becomes so great that the system becomes unstable, result-
ing in feedback. The second form of leakage is duplicate
entry. This results from a single on-stage emission source
arriving at two open mics. The separate arrivals are not syn-
chronized in time and again the usual summation effects
occur. The hazards of feedback and multiple open mics are
well known to audio engineers so it may seem strange to
characterize them with terms such as re-entry or duplicate
entry summation. These terms are used here to illustrate
that their perceived effect on the system response is the same
as the effects of speaker/speaker interaction and speaker/
room summation discussed previously in Chapter 2. The
tonal distortion from 1 ms comb filtering will have the
same frequency content whether it comes from the sum-
mation of two speakers in the room or two microphones
at the console.

There is a multiplication factor at work here which will
have very audible consequences: any summations that are
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brought in to the sound system through the microphones
are present in the source signal to the transmission sys-
tem. When the time offset signals from two summed
microphones leave our speakers and hit the wall, it is the
equivalent of two reflections of the original signal. Even if
our speaker system is in an anechoic chamber the summa-
tion of a single source to multiple microphones will create
the perception of reflected sound, albeit without any
spatial aspect.

There are five principal avenues of summation in the
relationships between the stage and the audience: source/
room (the interaction of the stage emission sources with the
room/stage), source/speaker (the interaction of the stage
emission sources with their amplified signal), mic/mic
(the summation of open microphone leakage at the con-
sole), speaker/speaker and speaker/room. All cause the
same perceived tonal coloration effects. The echo and spa-
tial perception effects have the same timing considerations

but differ in their directional aspects. Each mechanism
requires different management strategies. Our listening ex-
perience consists of, for lack of a better term, the summation
of the summations. Discerning which of these mecha-
nisms is responsible for a particular sonic artifact will take
great skill in either/both our perception and analysis of
measurements.

The natural sound transmission has only one of the
five avenues of summation: source to room interaction.
The amplified sound system has them all. The totality
of the summation effects must be comparable for both
natural sound and amplified sound in order for listeners
to perceive an equivalent experience. The natural sound
model provides it all with the room reflections. Since the
amplified sound model will have additional sources, it
must decrease the role of the room in proportion to the
other summation avenues.

Figure 4.1 Direct sound transmission flow block for "natural"
sound and "amplified" sound. The natural sound path is 
potentially filtered by the axial control of the source and also
by the HF air loss. Level is lost at the rate of 6dB per doubling
distance along the transmission path to the listener. The amplified
sound has two acoustic paths with similar features. In the middle
is the electronic path, which has the ability to compensate for the
effects of the acoustic transmission
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Figure 4.2 Natural sound transmission flow block inclusive of
room reflections. The listener hears the summation response of the
direct sound path and reflections. The reflections have distinct axial
and HF air filter functions, as well as distance loss and transit time.
It is the difference between the direct sound and the reflections
in each of these categories that will be the decisive factor in the
listener's experience

Figure 4.3 Amplified sound transmission flow block inclusive of
room reflections and secondary speaker sources. The listener
hears the summation response of the primary speaker path, its
reflections, the secondary speaker's paths and their reflections (not
shown). The speaker room/interaction is indistinct from the natural
transmission shown previously in Fig. 4.2. The secondary speaker
path is affected by its axial filtering, relative level and time offset. It
is the difference between the direct sound from the primary speaker,
its reflections and those of the secondary speaker in each of these
categories that will be the decisive factor in the listener's experience
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Figure 4.4 Natural sound transmission flow block diagram inclusive of all
summation path types. Direct sound from the emission source is summed
with stage and house reflections. No other paths exist for the single source,
although it may be accompanied by other sources that duplicate its signal, e.g.
multiple violins or choir members

Let's follow the transmission path of a single emitter on
stage, the snare drum, to a single seat in the house, through
the natural and amplified sound systems. In the natural
model, the drum is struck and the impulse travels directly
to the listener and indirectly (reflected) off the walls. Let's
arbitrarily attribute a number of 100 reflection paths in the
duration of time required to fall 60 dB. Now let's place an
open mic close to the snare and feed it into a speaker. To
simplify our example we will isolate the snare drum so that
its natural sound emission path does not reach the house.
The listener only hears the speaker. The speaker, which for
simplicity will be given the directional characteristic such
that it also creates 100 reflection paths, transmits directly
to the listener. So far we are perfectly matched. If there is
a floor reflection into the mic (a duplicate entry) then this
signal will be transmitted as well. We now have two "direct
sound" arrivals from the speaker. If the reflection was 6 dB
down we can assume that half the number of reflections
would be heard over the same time period as before. We
are up to 150 audible reflections. If an additional mic is
placed on stage (a second form of duplicate entry), the snare

drum will also enter it. If the snare drum signal entering
that mic is also 6 dB down, we will gain another direct
signal and 50 house reflections. At this point we have dou-
bled the amount of perceived reverberation. The perceived 
room is getting much livelier, without any additional
plaster. Now let's add the speaker leakage back into the
mic (re-entry summation). This direct sound adds a late-
arriving copy of our signal. It is heard as a reflection and
adds to the mix. In a well-isolated system this can be a rela-
tively small multiplication, but such is not always the case.
Now let's add a stage monitor, another re-entry summa-
tion. If the monitor is loud, as has been known to happen
from time to time, the summation may approach unity level.
Let's take an inventory at the mic: direct natural sound,
natural floor reflection, duplicate delayed signal from the
other mic (and its floor bounce), duplicate delayed signal
from the house speaker and duplicate delayed signal from
the monitor speaker. Getting dizzy yet? Now let's send this
to the speaker and out to our listener. It is not hard to imag-
ine that we can create 5X the number of reflections at our
listening position without any effort at all. Now imagine
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Figure 4.5 Amplified sound transmission flow block inclusive of all 
summation path types. Emission source enters the stage mic and
proceeds through the main speaker to the listener. Re-entry summation
paths are seen leading back into the mic from the main speaker and
monitor speakers. A duplicate entry path leads into the mic through
stage reflections and into the mix console through other open mics. All
of these summations are present in the waveform e n t e r i n g the main and
other speakers. Each room reflection of the signal from these speakers
multiplies all of the summations contained in the direct signal. The final
addition to the summation is the natural direct sound from the original
source and its natural reflections 

more open mics, more stage reflection leakage from
side and rear walls and more stage monitors and we are
potentially drowning in reverberation. Only a fraction of
this is actually generated by the main speaker's excitation
of the room. The only thing left to do now is for the band
mixer to add some electronic reverberation!

The openings in our transmission line change the entire
perspective about the room acoustics. Every re-entry and
duplication at the mics will serve as a multiplier of the
room's reflection pattern. In natural acoustics reflections
can only be accrued by addition. In amplified sound they
are accrued by both addition and multiplication.

Equally troubling is the fact that once the re-entry or
duplicate leakage has summed into our transmission line
it cannot be removed. The original emission signal enter-
ing the mic may bear only vague tonal resemblance to the
waveform traveling down the wire due to the combing
effects of the leakage. These pre-transmission defects in the
signal will be plain for all to hear since they are embedded
into the input signal traveling to our speakers and will be
distributed to all seats.

I had the personal experience of optimizing the large-
scale sound reinforcement systems for opera megastar
Luciano Pavarotti. One might think that the biggest chal-
lenge to the achievement of "perceived" natural sound
would be the acoustical properties of sports arenas. The far
greater challenge was the stage monitor leakage into the
singer's mic. When the monitor levels rose too high we
were left to transmit a vocal channel that was in critical
condition before it left the stage.

The implications of this should be obvious by now. Every
effort should be made on our part to reduce the leakage into
our mics. Whenever possible, we will use directional mics,
close placement, noise gates, acoustic baffles and absorb-
ing devices, in-ear monitors and directional main speak-
ers. At the end of the day we will still have lots of leakage.
Our mixed transmission signal for the speakers is already
preconditioned with an elaborate reflection pattern, which
will be multiplied by the walls. The conclusion is that our
amplified sound system will need much less of the room
reflections in order to create the same perceived final
response as the natural system.
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Perspectives: Ears are 
what need to he satisfied. 
They are the final check 

on what has been done. No matter 
how good the measurements look, 
if it sounds bad something is 
wrong.

Alexander Yuill-Thornton II 
(Thorny)

Relating the Worlds of Acousticians
and Audio Engineers
Let's examine the relationship of the disciplines of acous-
ticians and audio engineers. In the modern world we are
doing pop music concerts in symphony halls and Pava-
rotti concerts in sports arenas. The success of our work is
dependent upon theirs, and likewise their work is increas-
ingly dependent upon ours. Almost every listening space
designed or remodeled in the future will have a sound sys-
tem. The public will evaluate the results on their perception
of the combined effects of our efforts. Functional relation-
ships are built upon mutual respect and understanding. For
disciplines to interconnect they must be familiar enough
with each other's roles to find creative ways to implement
mutual solutions.

Architectural acoustics is a highly respected profes-
sion. Sound system engineering is not. Any doubts on this
matter can be clarified at a cocktail party by alternately
introducing yourself as an "acoustician" and as a "sound
person." (We really can't even call ourselves "engineers"
since there is no such recognized degree or licensing.)

Respect is not freely given. It is earned. The acousticians
were in the room at least 400 years before us. The first step
to gaining their respect is to clarify our needs in terms that
they can relate to. This begins with a frank assessment of
our position. What we will find is that while our roles are
separated, our goals are unified. As illustrated above, the
means to achieve them are almost polar opposites, resulting
in a substantial bridge to cross. Acousticians have a long-
established language for evaluating the sonic experience.
Historically, many of us have deferred to the language of
classical acoustics and tried our best to fit our audio planet
in the acoustician's universe. Many of the terms that give
the clearest directives for them leave us blank. The dif-
ference between a reverb time of 1.5 and 1.7 seconds tells
an acoustician which of the two halls is more suitable for
opera. The distinction is meaningless to audio engineers.
Neither hall is suitable for us. In either case we will be in a 
fully defensive design mode to keep the direct sound from
our speakers off the walls as much as possible.

We have scattered dialects throughout the audio world.
For us to move forward together we must find a means
of translating our needs into terms that the acousticians
can fit into their established framework and yet maintain
their meaning, and clear directive for action, in our lan-
guage. This chapter is devoted to finding the translation
key: the Rosetta Stone of sound systems and architectural
acoustics.

Comparing Our Goals
The final evaluator is the listener. If we can make it sound
better to the listener, then we are going in the right direc-
tion. The best way to make any side-by-side evaluation
is by a matched set of specific goals. Each side can be
compared with matched metrics and the results observed.
How can we find a set of goals to use as a reference? Fortu-
nately, one was provided for us by the esteemed acoustician
Leo Beranek, when in 1962 he published Music Acoustics 
& Architecture. This groundbreaking book originated a 
set of evaluative criteria for concert hall performance.
Beranek visited halls, measured their acoustic perfor-
mance and interviewed conductors and critics. The statisti-
cal data of 54 concert halls was compiled and a framework
created which scored the hall performance in different cat-
egories. Concert halls which were constructed hundreds
of years ago were evaluated side by side with those of
the recent past, by the same measures. The conclusion at
the time was that no single criteria could be found which
would make a hall great, while certain key trends were
required for success. The key factors were prioritized
by degree of effect, since no two halls had identical
parameters.

Eighteen categories of subjective perception were consid-
ered. Some of the categories were given numerical scoring
weights while others were found to be too interdependent
to be assigned discrete values. These subjective measures
were then compared with objective measures such as the
room volume, reverb time, etc. The study correlated the
subjective with the objective data and the result was a 
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the overall experience lacking loudness, while exces-
sive amounts will cause the opposite effect.

6. Definition, clarity: a clear and distinct sound.
7. Brilliance: bright, clear ringing sound, rich in har-

monics.
8. Diffusion: the spatial aspect of reverberation is found

here. Diffusion of the sound creates the experience of
sound arriving from all directions.

9. Balance: this factor evaluates the relative levels of
the instruments and voice. Good balance entails the
instruments heard in their proper level perspectives.
Poor balance is found when some instruments are
favored over others.

10. Blend: good blending is perceived as a harmonious
mix of the instruments.

11. Ensemble: this concerns how well the musicians can
hear themselves. Good ensemble is obtained when the
musicians can hear themselves well.

12. Immediacy of response: this is a measure of how well
the musician's feel about the responsiveness of the
sound. The goal is for the musicians to feel the sound
and be able to adapt quickly enough to their changes
so as not to disrupt them.

13. Texture: the fine grain of the listening experience. Tex-
ture is described in similar terms to the sense of touch.
Music with fine texture has a richness and complexity
to its outer surface.

14. Freedom from echo: the desired effect is that we do
not hear discrete echoes.

15. Freedom from noise: the lowest amount of noise is
desired.

16. Dynamic range: this is the range between the maxi-
mum level and the noise. The maximum level would
be limited by comfort levels and the minimum by the
ambient noise.

17. Tonal quality: rich tonal quality is free from the distor-
tions of peaks and dips in the response over frequency.
Poor tonal quality has an uneven frequency response
that may cause certain notes to be lost and others to be
unintentionally accentuated.

18. Uniformity: the extent to which we can create a similar
experience for all listeners in the hall.

comprehensive assessment of the hall's physical param-
eters to the listener's experience. From that point forward
architectural acoustics moved ahead on a foundation of
scientific data. It continues to refine the process further,
even now.

All of the eighteen categories remain relevant to our cur-
rent-day listening experience, whether it is natural sound
or through speakers. This is not surprising, since little has
changed in the way of human anatomy in the last cen-
tury. Therefore these metrics can be employed by audio
engineers as well. If we can achieve the same subjective
effect to a blindfolded listener, then we can all agree we
have achieved an equivalent sonic experience. The objec-
tive means for acousticians and audio engineers to achieve
matched subjective results are very different. This is the
core of the issue. If we can relate these different means to
achieving our common goals we will have found the trans-
lation guide we are seeking.

Let's begin by meeting Beranek's subjective parameters
(Beranek, 1962, pp. 61-71). These parameters are para-
phrased and stripped of any specific reference to the
symphonic experience. What follows are the 18 attributes
described in terms that are independent of musical genre,
venue or sound transmission method.

1. Intimacy: this refers to the sonic perspective of the lis-
teners. The desire is for listeners to experience a feeling
of proximity to the music, as if we were listening in a 
small room. A lack of intimacy corresponds to feeling
of distance and separation as in a large room.

2. Liveness: this is experienced as a fullness of tone in the
mid-range and high frequencies.

3. Warmth: a fullness of tone in the low frequencies.
4. Loudness of the direct sound: the desire is for the loud-

ness to be appropriately scaled to the musical content.
If too loud the experience is unpleasant, if too low the
experience lacks the desired impact.

5. Loudness of the reverberant sound: the desired effect
is for the reverberation to have the appropriate mix of
level and duration to provide additional loudness to
the direct signal. An insufficient quantity will result in
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The first matter to consider in cross-referencing the per-
ceptions of natural acoustics and speaker systems is the
applicability of the acoustician's standard objective mea-
sures. Rooms are given single numbers to describe their
prominent characteristics. These include volume, surface
area, absorption coefficient, reverb time, initial time delay
gap, bass ratio and others. Rooms are viewed as a single
entity, with uniformity enforced by the overwhelming
complexity of the reflection patterns. The lone exceptions to
the singular referencing are under balcony spaces, which
are seen as distinct adjoining spaces.

There are limits to the meaning of the numbers. These
statistics are only applicable to describing the room as it
reacts to a particular type of sound propagation (omnidi-
rectional) from a single specified location (the stage). If the
orchestra was moved to the side of the proscenium and had
baffles added which restricted the propagation pattern to
30 degrees, it is obvious that only the physical properties
of the hall such as volume and surface area would remain
constant. The acoustic properties would need to be fully
reevaluated. An example reverb time for a room could
be more fully stated as 1.9 seconds with omnidirectional
propagation from the stage. This qualification is self-
evident to acousticians, but not so with audio engineers,
who often tend to think of the reverb time as a fixed entity
in spite of the fact that our sound system has direct control
over decisive parameters in the reverb time equation. The
relevance of this distinction should also be self-evident.

The speaker systems we use do not propagate omnidi-
rectionally or symmetrically in some cases. They are not
located on the stage and are not restricted to a single posi-
tion. If we use highly directional speakers that focus the
direct sound or add remote speakers that increase proxim-
ity to the listeners we will increase the direct-to-reverberant
ratio. This technique reduces the reverb time in the speak-
er's on-axis area from what would be found with an omni-
directional propagation source. The decay will fall 60 dB
more quickly because the loudest portions of direct sound
propagation are more locally focused and less energy falls
on the reflective surfaces. The off-axis areas see the reverse
effect from their perspective. The reverberation time is

extended, because the direct sound propagation is weak
compared to the reflections. The room surface properties
have not changed, but the combined acoustic properties of
the room and the propagation source have been changed.
This does not exempt speakers from the room's acoustic
qualities; it simply adds the complexity of multiple per-
spectives. It means that we have to approach the room as it
exists from the perspective of each individual speaker, and
resist all-in-one numerical ratings that assume a singular
point of omnidirectional transmission. Our under balcony
speakers see a very different room than that of the mains.
Therefore a separate evaluation is required. Recall that
the same separation was noted for the natural acoustics
model, lending precedence to separation in our realm.

The second reason requiring evaluation of each speaker/room relatio
assigned to sections of the room, not the entirety. The nat-
ural acoustic model assumes the stage source to be omni-
present, i.e. responsible to reach every seat in the house.
Our speakers divide the responsibility of coverage into
different zones, in essence slicing the room into a series of
adjoining rooms, each of which will be separately evalu-
ated. The shapes, quantities and locations of the acousti-
cal partitions are under our control, and are one of our
most critical design decisions. They are the product of the
propagation properties, location and relative level of the
speaker subsystems. If the symphony was divided up and
sent into the house to play identical parts in the different
audience areas the same rules would apply.

An example should bring the point home: a frontfill
speaker located on the center of the stage lip. No other
speaker in our design more closely approximates the natu-
ral source. This speaker sees the room from the stage floor
perspective and in common practice has a wide propaga-
tion pattern. Its direct sound can most likely reach every
seat in the hall since all seats have line of sight to the stage
lip. And yet the room acoustics are less relevant for this
speaker than any other. This is because its transmission
will travel no more than four seats deep and to the sides
in the audience before it has met its neighboring speakers
and hands over the coverage responsibilities to them. This
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is the acoustic partition. The partitioning does not prevent
the frontfill speaker from reaching the walls and excit-
ing the full range of reflection patterns. It does, however,
make the reflections irrelevant by burying them miles
deep under the stronger direct sound of the other systems.
This brings us to the first conclusion that all evaluations
of loudspeaker systems in the hall must view the room
as a partitioned entity, with distinct local interaction with
the speakers. Second, we conclude that the overall unifor-
mity of experience in the hall will be a direct result of our
ability to match the partitioned areas to each other, and to
minimize the disturbance in the transition areas. This fun-
damental principal of the optimized design stands in stark
contrast to the natural acoustic model.

The natural and amplified sound models seek a uni-
formity of experience, our common goal. The means to
achieve such uniformity are often diametrically opposed.
The natural model uses the summation properties of the
room reflections to create uniformity. Uniformity of level
over distance is accomplished by coupling zone, combing
zone and combining zone summation (see Chapter 2). Uni-
formity of frequency response is accomplished by combing
and combining zone summation of such massive density
and complexity that the ear is unable to distinguish the
frequency response details at one seat from another. Iso-
lation zone summation is employed to create the gradual
decay of the reverberation tail evenly over the space.

The speaker system model creates uniformity over dis-
tance by a variety of methods that rely principally upon
isolation zone summation. The use of directional sources
and the partitioning into isolated zones allow us to com-
pensate for the differences in distance by selective level
settings. Uniformity of frequency response is also accom-
plished by isolation zone summation and by minimiz-
ing the tonal variations over frequency and position that
would result from combing zone summation. Isolation
zone summation is likewise employed to create the grad-
ual decay of the reverberation tail evenly over the space,
our shared parameter. The speaker system model uses
the coupling zone summation very sparingly. It is use-
ful only in those parts of the frequency range (mostly the

lows) and those locations (the partitions) where it can be
employed with minimal effects from the combing zone.
The acoustic partitions must be properly joined as phase-
aligned spatial crossovers, thereby minimizing the transi-
tional disturbance.

The itemized comparison of the 18 perception param-
eters is shown in Fig. 4.6. This chart details the differences
in means required to approach the shared goals. An exam-
ination of the chart reveals the following trends:

• Freedom from echoes, noise and the maximization of
dynamic range produced strong agreement.

• Diffusion is an architectural feature whose role is iden-
tical in both domains. Strong agreement was found in
the means of achieving diffusion and the recognition of
its value.

• Warmth and brilliance fall into the category of equaliza-
tion. The means to achieve the equalization are vastly
different but not oppositional.

• Balance, blend and texture fall into the category of mix
engineering. The means to achieve the mix are vastly
different but not in the least oppositional.

• The loudness of the direct sound falls into the category
of source placement. The means to achieve equal loud-
ness are different but not oppositional.

• Liveness, loudness of the reverberation and clarity fall
into the category of decay-related architectural acoustics.
These are somewhat opposed in that the room reverber-
ation needs of the natural model are mandatory, while
amplified sound has electronic enhancements avail-
able. The conflict arises when the reflection levels are
too high for the amplified sound system.

• The response/attack on stage has somewhat conflicting
factors. The outcome for amplified sound will be a 
compromise position determined primarily by the
artist.

• Ensemble on stage calls for diametrically opposed
approaches. The natural system requires the maximum
coupling of the stage sources to each other and the
house. Our systems require the maximum isolation.

• Intimacy is achieved by oppositional means. The strong
reflections that create the feeling of an intimate space
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Figure 4 6 Comparison of natural and amplified sound models based on Beranek's evaluative criteria for subjective evaluation of concert hall sound. The same subjective criteria are used, since they are
based upon our listening experience, not the mode of transmission. The means of optimizing transmission of that experience is compared and contrasted between the natural and amplified systems. The
extent to which the means to achieve a comparable experience are in agreement or opposition is detailed. The pivotal role of summation is examined in each case, and is the most cited area of conflict
between the approaches
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Figure 4.6 ( C o n t i n u e d )
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Figure 4.7 Comparison of frequency responses of speakers in                 
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in the natural model cause the reverse effect in the
amplified sound model.

• Freedom from tonal variance is also strongly opposi-
tional. Tonal variance is suppressed in the natural system
by reflection saturation. Excessive reflections are the
cause of strong tonal variation with speakers.

• Uniformity is the most oppositional of all categories.
The unified nature of the natural transmission system
mandates that uniformity be achieved by reflection sat-
uration. The separated nature of amplified sound man-
dates that the reflections be minimized.

example of not being able to have
your cake and it eat it too. By its 
nature a large hall has a longer 
reverb time than you would ever 
want in a "theatre" space or 
"events" hall. The longer reverb 
times of 1.6 to 2.4 are the best 
friends of an orchestra on stage. 
But put them in the orchestra pit 
and amplify vocals for a theater 
performance and you will be in for 
the fight of your life. The vocals 
never achieve the edge and clarity 
that the audience is expecting as 
if they were in a movie theater 
or Broadway house with a lower 
reverb time. 

Kevin Mochel 

The Middle Ground
Where does this leave us? Where is the middle ground?
What are the mutual solutions? The first strongly conflicting
category, the sense of ensemble on stage, has long been
passed over to the scope of the monitor system operators
and artists. That was easy.

We are left with three categories that require creative
solutions: intimacy, tonal variance and uniformity. They
all have the same source of conflict and the two sides fall
into the same camps in all cases. If we can solve one, we
have them all. The disagreement is on strong reflections.
Natural sound needs them. We can't stand them.

The worst of all possible solutions is the one that pre-
sents itself as most logical: to meet in the middle. If we
were to give the orchestra half the reflections it needs
we would still have far more than we want for amplified
sound. If the middle ground is found here, both sides will
be equally unhappy. This is more than hypothetical. We
know it from experience. Sadly this approach was taken
in the design of a great many halls in the 1960s and 1970s
in particular. Most of them have either been remodeled in
one direction or the other or fallen to the wrecking ball.

Variable Acoustics 

The win/win solution is found in the form of variable
acoustics. No middle ground need be taken. Simply design
the hall with features that modify the reflection structure to

accommodate the program material. This approach is now
the standard for modern symphony hall designs. The lack
of profitability of live symphonic music would likely pre-
vent the construction of another symphony hall if not for
the donations of its patrons. Even so this generosity has it
limits and as a result the expectation for these halls is that
they will book events which appeal to audiences beyond
the classical realm. Almost every one of these requires
a sound system. The room designs must allow for rapid
reconfiguration of the hall for acoustic properties appro-
priate for pipe organ, chamber music, symphony, and
opera and finally to our sound reinforcement applications.
Curtains might drop from winches, wall panels rotate
from hardwood (reflective) to soft goods (absorption), and
reverberation chambers are opened or sealed. This has the
potential to be the optimized acoustic design, one that is
able to fit the management's needs to fill the hall and also
fit the artistic needs of all participants.

To be fully optimized for all types of program material
will require large range of reverberation control. In such
cases the top priority client is almost always the symphony,
even if their percentage of the bookings is small. The ques-
tion then becomes one of how much soft goods to put into
the room for the amplified sound performances. This has
major economic impact on both construction and opera-
tional costs. As a result the halls are most often left with
far more lively acoustics than is optimal for the sound sys-
tem. It is possible to build a hall that has uncomfortably
dead acoustics, even for amplified sound. It is, however,
extremely unlikely that a hall with optimal acoustics for
a symphony can be converted in a single labor call to one
that is too dead for us. In short: in a classical hall we'll take
as much absorption as the owners are willing to buy us.

Hybrids: Combining Natural and Amplified Sound 
Transmission

What about the case of a hybrid application which uses both
natural and amplified sound transmission? This merger of
transmission methods is what is truly meant by the term
sound "reinforcement." It is the real middle ground. In

Perspectives: Amplified 
sound in a symphony 
space is the perfect 
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acoustic system)II am able to 
widen the pleasure zone, for more 
of my audience. Aurally speaking 
that is. 

Jonathan Deans 

such cases all parties need to be aware of the vulnerability
of the situation. The extent to which the musicians can cre-
ate a self-mixed sound on stage will be the decisive factor.
This is a delicate balance. The levels on stage must be care-
fully controlled so that the speaker system truly plays a 
supplemental role. If a single instrument overpowers the
others from the stage, the mixer will be obliged to raise the
rest of the instruments in the sound system to keep pace.
Things can quickly unravel from there. The sound sys-
tem will need favorable locations and time alignment to
provide plausible sonic imaging for the reinforced instru-
ments. In essence, the sound system will need to be joined
to the natural sound as a phase-aligned crossover: meet-
ing in time and in level in the house. If either system falls
far ahead in either of these parameters, the union will
be lost.

Another hybrid approach is often used in musical the-
ater. A highly directional system is employed for vocals
only, where the sense of spatiality has less priority than
vocal intelligibility. A separate stereo system comprising
wide coverage speakers transmits the music mix, often
blending with the direct sound from the orchestra pit. In
this case the room reverberation is willfully added to the
mix and provides enhanced spatial feeling.

Variable Electro-Acoustics: Artificial 
Reverberation

We have extensively discussed the analogous actions of
speaker/room and speaker/speaker summation in pre-
vious chapters. Reflections can be modeled as "virtual
speakers" and exhibit similar sonic effects. The reverse
can also be true: speakers can be modeled as "virtual
surfaces" and thereby create the sound of a reverberant
space.

Artificial reverberation is far advanced from the sim-
ple electronic reverb found among the outboard front of
house equipment, which only adds reverberation into the
speakers that are carrying our direct sound. While this
simple approach attaches a reverb tail that mimics the
decay character of a real room, it does little to convince

us that we are actually in a reverberant room, since our
localization perception is unaffected. The simple reverb
fails to gives us the experience of spatial envelopment of a 
decayed sound field arriving from all directions. Artificial
reverberation requires a complex array of many distrib-
uted microphones and speakers which create a multidi-
rectional, diffuse, spatially decayed field in the room. The
microphones receive their signal from the sound system
(or from an acoustic source) and recirculate the sound into
the main system and/or spatially distributed, dedicated
"reverberation source" speakers. The multiple micro-
phones create a complex form of isolation zone re-entry
summation with staggered timing and level relationships.
The reproduction of this signal by spatially distributed
loudspeakers creates the effect of virtual reflective walls
in locations where there may actually be absorptive walls,
or no walls at all. There is nothing to prevent this sig-
nal from re-entry into our distributed microphones, and
therefore the recirculation continues in a manner consis-
tent with the multiple reflection paths found in a rever-
berant space. This approach has its limits of stability and
credibility. Any re-entry summation system is subjective
to instability, which in the worst case is runaway feed-
back. Therefore we must carefully limit the recirculation
levels. The credibility is another more subtle issue which
relates to our perception of impossible acoustic effects that
clue us to the presence of a sound system (previously dis-
cussed in Chapter 3). Our eyes have sized up the room
and created an expectation that the acoustical qualities
will be in a range proportional to the space. Excessive
amounts of artificial reverberation will push the listener
beyond the plausible expectations of the acoustic qualities
of the space, leading them to suspect that a sound system
is involved. An artificial reverberation system recirculates
all sound sources in the room, including the sounds of
audience members, if we clap our hands in our small the-
ater and hear the reverberation of the Taj Mahal we would
have to ask the question: what are you going to believe?
What you hear, or your lying eyes? If the lights go down
or we close our eyes, the range of plausible effect rises.

These systems were originally created during the time
period when multipurpose halls attempted to navigate

Perspectives: Using 
a focused system and 
VRAS (variable room 
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response. Having a speaker system 
that can he controlled by a console 
which must never stop the creative 
choices with its limitations. Then 
applying a simulation of acoustical 
reverberation which has real-time 
cueable parameters, adds up to 
creating design choices of the 
actual room's space, as well as the 
designer's job of layering sounds. 

Jonathan Deans 

the middle ground of architectural acoustics. Halls were
built with insufficient reverb and the artificial systems were
added to supplement the natural sound performances. The
reverberation system would then be disabled when the
sound system was used. This could even be done within
a single performance cycle such as in a house of worship:
when the organ plays and/or the choir sings, the artificial
reverberation is operational, but not for the spoken word.
The early versions of artificial reverberation were as unsuc-
cessful as the early multipurpose halls. The digital age,
where we have affordable multichannel processors pro-
viding cross-matrixing of inputs to outputs and a variety
of adjustable functions, has ushered in an advanced gen-
eration of artificial reverberation systems that make this
option vastly more attractive and with much improved
feedback stability.

While artificial reverberation is still used in such appli-
cations currently, there is another option that is of keen
interest to us: the use of artificial reverberation as a spa-
tial envelopment effect for our sound system. This form
of "variable electro-acoustics" allows us to selectively
invoke the reverberation character of our "room" on
demand. The sound system can be installed in a "dead"
room and yet have the spatial effects of a "live" space
when that is preferred. Advanced installations and highly
creative sound designers have used this to great effect,
creating entirely portable "soundscapes" that can be

erected in the room and linked to the events unfolding on
stage. The presence of artificial reverberation relieves the
room of the diffusion and spatiality requirements of our
sound system. A fully uniform direct field response pro-
vided by our speakers can be supplemented by the dif-
fuse spatial field of the artificial reverb system. Visualize
a wire frame drawing of a theater. As long as we can hang
enough reverberation speakers all over the wire frame
we've got ourselves pretty much "perfect acoustics." If
only there was a way to keep the rain out.

The affordable technology of artificial reverberation
redefines the boundary line between architectural acous-
tics and audio engineering. Spatial enhancement and a 
rich decay character are the most sought after acoustical
properties in amplified sound applications. Now even
those characteristics can be undersized in the room acous-
tics and "fixed in the mix." The acoustician's emphasis
on architectural solutions has naturally led them to favor
solutions inside their scope of expertise and control. Like-
wise the audio engineer. The hall built for natural acous-
tics alone has a high potential to reduce the options of
audio engineers to damage control and emergency mode
operation, unless we bring in truckloads of drapes. The
hall with the acoustic properties of a pillow will allow us
to mix like we are outdoors on a wind-free day, but leaves
the audience with the feeling that all sound is coming at
them, rather than around them. Artificial reverberation

Perspectives: Certainly 
creating an infectious 
room helps the audience's 
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moves the line towards erring in favor excessive absorp-
tion, rather than excessive reflections. It is a very sub-
stantial migration of the scope of work toward the audio
engineering side, so don't expect this to be welcomed with
open arms. Both parties are still very much in the game,
however, as the creation of a plausible reverberation char-
acter in a given room still requires the expertise of those
who know what that means: the acousticians. This tech-
nology opens up huge possibilities, and its acoustical suc-
cess will be based upon cooperation between the audio
and architectural sides. Artificial reverberation opens a 
second potential avenue for the optimized sound design
to meet the optimized acoustic design.

Moving Forward
It is possible that a modern-day sound engineer came to
this career because of a lifelong fascination with acousti-
cal physics. It is equally possible that someone in architec-
tural acoustics has always dreamed of stuffing rooms full
of fiberglass. It is far more likely that members of both of
these disciplines share a common root to their inspiration:
music. For us the music has always been directly linked
to our speakers and electronics. For the acousticians the
music has been directly linked to the room. The mod-
ern audio engineer who thinks they can bluff their way
through life without knowledge of acoustical physics is
every bit the fool that many acousticians suspect us to be.
Creative theories of sound propagation that will impress
the lead guitarist will not persuade the lead acousti-
cian. Likewise, the modern acoustician who throws up a 
dodecahedron speaker and thinks we will be impressed is
just as exposed.

We happily acknowledge that there are designers on the
architectural electro-acoustics side who fight the battles
to achieve a workable system in the political, monetary
and aesthetic context of the construction project. Their
competence and the extent to which they reach their goals
determines the converse extent of problems that the visit-
ing engineers have to fix. The audio system design always
follows the architectural in the design process. We cannot

assess the sound system needs until the space has been
defined. We're all in the soup together, so it will be better
for all parties if we can anticipate each other's needs and
perspectives to find the best solutions so we can all share
the credit rather than pass around the blame.

First let's prioritize the goals of the architectural electro-
acoustical designer so that the work of those that follow is
more satisfactorily achieved.

The following list, provided by Dave Clark, sets forth
the areas which should be defined in sufficient detail
for us to evaluate how we can accommodate the sound
requirements:

• An acoustical management plan (noise, vibration, room
acoustics, variable acoustics)

• An accommodation zone for the main loudspeakers
• Shapes and sizes of attached volumes; accommodations

for the loudspeakers therein
• Finishes for the various surfaces.

If these elements are covered, then the sound system can
move forward toward optimization.

The following list, provided by Sam Berkow, sets forth
some of the common goals our disciplines include:

• Tonal balance: relative ratio of decay rates between
mid/low and mid/high frequencies.

• Freedom from potentially disturbing reflections (for
both audience and performers).

• Uniformity of diffuse energy: this refers to under balcony
spaces and other geometric "segmented volumes" within
a space that can "hold" diffuse energy. This is a big deal
in larger venues, such as arenas and stadiums.

• Appropriate levels of ambient noise: this is not an issue
for rock systems, but can be a huge deal for speech sys-
tems, particularly in worship spaces.

• Uniformity of sound field: how different is the experi-
ence for various seating areas.

• Clarity and intelligibility: high direct-to-reverberant
ratio, high coherence, etc.

We know what we need, but we cannot expect acousticians
to read our minds. So we will make it clear by creating a 
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base specification for the architectural acoustic qualities
we desire in the hall.

So what do we want/need from the room architecture in
cases where there is absolute certainty that the events will
be amplified? Let's simplify things by considering the polar
opposite of the symphony hall model. Instead of all of the
sound propagating naturally from the stage, we have none.
Every performer is using in-ear monitors, and the band is
fully isolated. We can mute the PA just like a commercial on
television. This represents the most extreme case, but a very
common one. The discotheque, sports venue announce-
ment and music effects, and many pop music concerts, are
just a few examples where this model is valid. Next let's
consider that we have a rock and roll band on stage with
drums, guitars, etc., which leak off the stage and join the
sound system in the house. Does this change the big picture
of what we want in the architecture? Not likely.

Those applications where the natural sound and
amplified sound coexist in relative parity are the middle
ground. We will never be able to reach the middle if we
don't know where the opposite ends are found.

Now let's explore an "amplified-speaker-centric" view
of the qualities we look for in a performance space when
the design meetings begin, or the doors swing open on
the truck.

1. Room shape: we accept the fact that sound is only one
factor in the overall room shape. The room shape of a 
basketball arena is set by its primary purpose and the
sound will be forced to adapt to that shape. Our main
systems will be designed to cover the majority of the
macro shape and the fill systems will cover the remain-
der. Smaller-scale aspects of the room shape may also
need the attention of fill systems. Careful consideration
must be given at all scales as geometric complexity is
added to the interior shape. It is understood that all
seats will require line of sight to the stage. There are
also "line of sound" considerations and the distinction
is very relevant. In the natural acoustic model, line of
sight equals line of sound, since the sound actually
propagates from where we see it: the musicians. In
the amplified model the sound will propagate from

speakers which we can fairly well bet are not located
on stage. Line of sight most definitely does not equal
line of sound and yet the relationship is important. As
sonic ventriloquists, we will need to make the listener
perceive that the line of sound is linked to their line of
sight, i.e. a plausible sonic image. This means that it
will not be enough simply to find a line of sound to a 
location; it must come from a direction that gives us a 
chance to place the sonic image in the right location.
Even seemingly minor shape intrusions into the macro
shape have the potential to create a large impact to the
sound design whenever it forces us to subdivide the
system. A large deep balcony (and under balcony) is an
example of a room shape function that will undoubt-
edly require coverage subdivision. But even a small
under balcony area only a single row deep can require
a dedicated system if it is found in an unfavorable loca-
tion with respect to our main speakers. The "devil is in
the details" as the old saying goes.

2. Matching the shape to the purpose: if stereo is the
prime focus the room must be shaped in a way that is
conducive to large-scale stereo. If the room is a wide
fan shape or an "in the round" configuration, stereo
imaging will be hard to realize and attempts to create
it may cause degradation of the intelligibility. On the
other hand, those two shapes are very well suited for
mono. If we are doing musical theater with the expec-
tation of undetected reinforcement, we will need a 
means to keep the image low. The list is endless but the
theme is the same: consider how the sound is going to
be transmitted inside the shape for the primary pur-
poses for which the room is designed.

3. Under balcony spaces: if the under balcony spaces
have sufficient height clearance and are not exces-
sively deep we will not have to use under balcony
speakers. The under balcony opening must be a mini-
mum clear height for any rows of more than 3.3m
(lif t ) and the need for this height increases with
depth. The finishes of the under balcony space must
address LF resonances.

4. Side seating areas: side areas on the floor may require
some fill speakers but are otherwise straightforward.
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Upper level side seats can be some of the most expensive
seats in the house for sound. In particular the side seat-
ing boxes that wrap all the way around are the worst.
First they are only one or two seats deep and so the walls
are very close behind. The focus angle from a center
speaker turns the side walls into rear walls from our
point of view, so they need to be deadened. From a 
side speaker point of view we have near boxes that are
very close to the speaker and these boxes will be over-
powered if we try to reach beyond them. From a side
or center cluster point of view they may be blocked on
the lower (and perhaps upper) levels even when only
one or two rows deep. Few people, lots of speakers,
bad sonic imaging, high reflection hazards.

5. Low-frequency absorption/diffusion: There are few
metrics more prized by audio engineers than "tight low
end." The other prized attribute is "warmth." How can
we achieve these? "Tightness" is primarily a function
of transient response whereas "warmth" is primarily
tonal. A reproduced impulse must rise and fall with-
out lingering excessively in the space. How can people
dance if they can't find the beat? We need the very-low-
frequency decay to be fast enough to give space for the
next kick drum impact, which will be arriving shortly.
Installing as much low-frequency absorption as is rea-
sonably possible works very favorably for us. We can
obtain the warmth required by scaling the quantities of
subwoofers appropriately and tonal balancing through
relative level and equalization. The virtually unlimited
direct sound power capability available to us from our
speakers greatly relieves the room of its responsibili-
ties to supplement the LF range with reflections. Our
speaker system will likely have far less directional con-
trol in the LF range than MF and HF ranges. Since higher
amounts of LF direct sound will impact the walls we
can expect that the reflection will already be spectrally
tilted in favor of the LF range, even if the room absorp-
tion were spectrally balanced.

6. Mid-frequency absorption/diffusion: mid-range pat-
tern control in the speaker array is more manageable
than low frequencies. Mid-range absorption will be
welcomed particularly in areas near the speakers and

in on axis areas such as inward and rear walls. Dif-
fusion is second best and can provide some spatial
enhancement.
High-frequency absorption/diffusion: this is the most
forgiving on one hand, since we have the best direc-
tional control of the speakers. This is the least forgiving
on the other hand, because the temporal threshold into
discrete echo perception is the lowest. We have seri-
ous issues with things like off-beat high-hat cymbals
appearing where they don't belong. Care must be taken
that glass, plaster, concrete and metal surfaces are not
positioned in such a way that they will reflect sound
from the speaker positions into the audience or onto the
stage. The rear surfaces of the hall are very challenging
for us. We have to aim the speakers to the back wall, in
order to get the same level from front to back. We don't
want strong reflections coming back to the audience.
We especially don't want them to refocus on the stage
where it will disturb the performers and get back into
the mics. Therefore these surfaces should be highly
absorptive. Complexity in the rear wall will help to
provide some diffusion, which will reduce the prob-
ability of discrete echo perception.
Ceilings: From the speaker system point of view, the
ceiling has a very important function: it keeps the
water out. Otherwise our policy with respect to ceilings
is simple: avoidance. There are two principal areas of
concern for us here: ceiling surfaces near to the speaker
source location, and those near the final destination.
Our preference for nearby surfaces is that they splay
away from our angle of propagation so that we do not
fold a nearby reflection into our direct sound path.
Nearby surfaces with parallel or inward angles will
benefit from absorption. On the destination side we
encounter an analogous condition. An inward surface
angle brings strong reflections down into the seats that
can tolerate them the least: the most distant. Since we
will need to reach the rear of the room it is inevitable
that ceiling reflections will become an increasing factor
at the rear. Downward tilts exacerbate the situation.
Sidewalls: again we can benefit from an outward
splay angle. This provides the most favorable angular
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orientation for speakers located at either the stage
sides or above center. The direct sound can be tailored
to place the axial edge along the side walls and mini-
mize the reflections. In addition, the reflected energy
is guided first into the absorptive back wall.

10. The floor and seating areas: a symphony propagates
from the stage level, not from ten meters above it as
might be the case for our speaker system. The impact
of floor reflections is very different from the natural
model since sections of the speaker system are focused
directly onto the floor surfaces at steep angles. In cases
where we are focusing concentrated energy onto the
floor surface rather than grazing along its surface we
will need to consider the potential benefits of absorp-
tion, i.e. carpet. Now I hate carpet as much as the next
guy, so let's keep it to a minimum. For starters we
need only consider the aisles, since the seating area
will have human absorbers. The question of covering
the aisles depends upon their orientation to the speak-
ers. The "ray of light" test will provide the answer:
if we can stand in the aisle and follow its line to the
speaker, that aisle is a good candidate for treatment,
e.g. center cluster, fan-shaped aisles that lead to the
stage.

11. Hidden speaker locations: to quote an old song, "Don't
fence me in" . We prefer not to have our speakers stuck in
recesses, behind beams, HVAC ducts, lighting instru-
ments, catwalks and more. This seems obvious, but
we would not bring it up if it were not a problem we
commonly see. Recessed locations, if required, must be
acoustically transparent and must be open for the full
angular coverage of the speaker/array. Common mis-
takes in recessed spaces are lack of any contingency
capability, sight line intrusion, lack of absorption in
the open cavity and rattles and buzzes in the local
hardware. Very often these spaces are constructed so
tightly around the speaker(s) that the focus angle can-
not be modified. Give us breathing room, please. Why
is it that it is perfectly OK to see 100 lighting instru-
ments leaking light out of their sides and backs and
we have to hide our black speakers? Speaker recesses
are certain to add cost, and usually degrade the sound.

Aesthetic considerations, however, should not take
priority over operational requirements.

12. Main speaker locations: if plausible sonic imaging is
desired we will need speaker locations that can keep
the image low and central. For the floor seating level
we will need proscenium side locations to keep the
image low and frontfills in the stage lip for both ver-
tical and horizontal localization. For upstairs seating
areas a central source above the stage will be best for
horizontal localization, but side locations (at a lower
elevation) will be best for the vertical. Compromise
may be required here, or both can be used.

13. Under balcony speaker locations: give us room to
hang our speakers under the balcony so that they can
be aimed toward the last row of seats. We cannot use
downward-facing recessed ceiling speakers. Directly
under the balcony lip is very rarely the best location.
Most often it will be further back than this, so surface
mounting or an angled opening will be needed. The
role of the under balcony speaker is to improve the
ratio of direct to reflected sound. Therefore, reflective
surfaces near the speaker will be a concern. It is under-
stood that such speakers will maintain a low profile to
the ceiling surface. Absorption in the local ceiling area
in front of the speaker would be beneficial. If the
speakers are recessed, provide the maximum clearance
for focus adjustment.

14. Frontfill speaker locations: this a case where recessed
mounting is practical and preferable. Maximum height
is important since the range of the frontfill will be lim-
ited to a single row if they are too low.

15. Mix position: lighting requirements don't change from
night to night because the singer is hoarse or we have
a stand-in for the lead actor. Go ahead and put them
in the rafters behind glass. Sound changes minute-to-
minute, night-to-night and we will not be calling cues
to the follow spots over our headset. We need to be in
the house, where we can hear the show and see the
performers.

16. The stage: this is a case where we can get lots of bang
for our buck with variable acoustics. Movable drapes
or panel absorbers can deaden the stage for a rock
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show, but leave it lively for the hybrid sound reinforce-
ment applications. The stage floor should be free of
resonance so that stage-stacked speakers do not excite
a particular range. The ceiling above the stage should
not be hard and inclined to focus the sound outward
or downward like a bandshell.

17. Surface complexity: we can tolerate a higher amount
of reflections if they are complex and diffuse. The high
frequencies are highly controlled in our speakers, so
small areas of glass and steel will not trouble us as
long as they are diffuse and randomized.

18. Balcony fronts: these are just like back walls, only closer,
and are more prone to focusing back to the stage. An
upward angle is desired to route the first reflection up
to the ceiling or back wall. Worst case is a flat, hard,
curved surface. Center clusters will focus it back to the
stage, while side arrays create a phantom on the oppo-
site side.

Audio engineers and acousticians can work together
and achieve mutually rewarding results. A critical exami-
nation of the role that natural sound will play in the space

is required. If all events are to use a sound system, then all
acoustic treatment should realistically factor in our require-
ments. If the venue requires both transmission types,
it will need both types of rooms: variable transmission,
variable acoustics. It will also need an optimized sound
system, which now becomes the focus of our discussion.

By the way, the dodecahedron speaker lasted one lis-
tening test and now there are curtains added whenever
the speaker system is used. Optimized sound system and
optimized acoustics.

Reference
Beranek, L. L. (1962), Music, Acoustics & Architecture, John Wiley

& Sons
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Introduction
Prediction is the cornerstone of the design process. Mea-
surement is the cornerstone of the optimization process.
As designers, our role is to predict system performance
so as to create the highest probability for successful opti-
mization. Our optimization role is to act on the measured
data and enact modifications and adjustments as required.
This may prove or disprove the predictions. Our credibil-
ity as designers will depend upon how closely the aligned
system meets expectations. These expectations were based
on what our predictions indicated were possible. If the
optimization stage is successful and requires little more
than fine-tuning, our prediction will be deemed cred-
ible. If the optimization is a failure or requires costly and
time-consuming changes, our credibility as designers is
tarnished.

There is a circular relationship here: measurement and
prediction. After all, where does the data that we use for
prediction come from? Measurement. How do the systems
we measure come to be installed? Prediction. A step for-
ward in either of these disciplines is a step forward for
both. Each time a system is measured, its underlying the-
ory is tested. The successful parts are proved and those
areas where the measured data disproves the prediction

provide an impetus to re-examine the prediction data in
the hopes of a better understanding. With each increase
in understanding the prediction process will be elevated,
and the measurement/optimization side can push the
investigations and calibrations to a higher level. This is an
ongoing cycle of discovery.

The lessons can only be learned if the prediction and
measurement tools share a common language and system
of quantifying results. We cannot correlate the predictions
of tarot cards with the measured response of an acoustic
analyzer. We must have prediction tools that depict the
sound propagation as we will measure it. Likewise, we will
need measurement tools that depict sound as we experi-
ence it and as we know it to exist. There is no benefit in
either case to portraying the response in rosy terms. The
devil is in the details here. As we have seen in Section 1,
there is plenty of detail to be seen and heard.

Sound system predictions are primarily concerned with
four principal responses:

• the free field transmission characteristics of the
speaker

• the effects of the transmission medium (air)
• summation effects of multiple speakers
• summation effects of the room and speakers.

5
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Whether we are using the most advanced 3-D computer-
aided design (CAD) program and acoustic modeling
or pencil on a napkin, the process is fundamentally the
same. The nature of all of the above responses has been
covered in Section 1 of this text. It is now time to move
them beyond abstraction and apply these principles to our
practical application. The first essential links will be the
drawings.

Drawings
It is easy to make predictions of speaker performance in
the abstract. It is difficult to make a living doing this. What
we need is an application, otherwise known as a venue. The
venue for a permanent installation is a single structure. The
system design can be precisely fitted to the shape of the hall.
For touring systems the venue is variable over time. Tour-
ing systems are designed to work in a particular scale. This
might be theaters, arenas, outdoor amphitheaters or others.
A touring system design will need to be flexible enough to
accommodate the various differences in venue shape.

In either case we will need documentation of the shapes
and scale of the rooms.

2-D Drawing Types 
Design drawings come in 2-D and 3-D forms. Two-
dimensional drawings are the norm. The minimum
requirements are plan (horizontal) and longitudinal sec-
tion and cross-section (vertical) perspectives.

Plan view: this is floor plan of a particular level as seen
from above. If the level has sloped surfaces or areas with
different floor heights, these will be marked. This data will
be used to predict the horizontal coverage requirements.

Longitudinal section view: this is a vertical rendering of
the interior features along the length of the room as seen
from inside. The typical viewpoint is the room center, look-
ing toward one of the side walls. This is assumed unless
otherwise specified. Floor and ceiling, front and rear wall
features are shown as they exist at points between the

view perspective and the side wall. The side wall surface
features can be seen provided they are not obscured by
closer surfaces between the view perspective and the wall.
A suspended lighting fixture located between the center
line and side walls will appear in front of the wall details.
A single drawing is all that is required in cases of side-to-
side symmetrical rooms. This drawing will be used to pre-
dict the vertical coverage requirements for speakers with
a front-to-back (or back-to-front) orientation.

Cross-section view: this shares common features with the
longitudinal but is oriented to view the front (or back) rather
than the side. In most cases the front and back will not be
symmetrical. A typical theater would have a front cross-
section view which shows the stage cutout and a rear view
which shows the arrangement of the seating and back wall.
This will be used to predict the vertical coverage require-
ments for speakers with a side-to-side orientation.

Elevation: an elevation is a vertical rendering of the wall
surface. The view may be from the interior or exterior.
Floor and ceiling, and intersecting side walls are shown
as they exist at the point of intersection or attachment
to the wall. The elevation is of limited use in prediction.
For simple rooms the section and interior elevation views
will differ only slightly. More complex shapes will bring
about differences. For example, a room with a flat balcony
front will show the same location for the balcony rail on
both the section and elevation views. The elevation draw-
ing would show a typical curved balcony only at a single
point: the intersection at the side wall. The section view
would show both balcony depths at the center and at the
side wall. Elevation drawings are helpful in cases where
speakers are to be recessed in openings in the wall.

Reflected ceiling plan: the reflected ceiling plan is like a 
plan view of the ceiling. The perspective is unique, and at
first confusing, but is in fact quite logical. The view perspec-
tive is as if we looked down at the floor, which was cov-
ered with a mirror. We see the ceiling as if looking up, but
the horizontal orientation is reversed. Why is this prefera-
ble? The reason is that the reflected ceiling plan can be laid
directly over the floor plan and everything lines up. If an
object appears at the same location in both drawings then
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Figure 5.1 Relationship of the principal views

one is directly above the other. If we use a ceiling plan that
uses the normal inside perspective, objects that are vertically
aligned will be seen on opposite sides of the drawings.

Bathroom plan: most jobs give us either no plans at all
or too many. I could paper the walls of my house with toi-
let layouts, although I have never yet designed a system
for such a challenging space.

3-D Drawing Types
The room can also be represented in three-dimensional
CAD drawings. The advantages of 3-D CAD renderings
are quite obvious. They can duplicate any of the 2-D per-
spectives and add orthogonal views that provide improved
clarity. This is especially useful for complex surfaces or
perspectives at angles not matched to the 2-D renderings.
Another advantage is that 3-D renderings look a million
times cooler than any 2-D drawing. The biggest disadvan-
tage is that the operation of 3-D CAD programs is beyond
the capability of all but a very small minority of audio

professionals. The next is that, even with a skilled operator,
these drawings are extremely time-consuming and very
expensive. This moves 3-D CAD out of the budget realm
for many sound system designers and clients. For these
reasons we will limit our discussion to 2-D drawings.

2-D Drawings in a 3-D World
It is worth taking a moment to consider the vulnerabili-
ties of 2-D drawings in a 3-D world. The 2-D viewpoint
is made up of vertical and horizontal slices. The vulner-
ability of this approach arises whenever we are concerned
with the response of speakers that radiate at angles other
than these flat planes. Sound does not radiate outward in
a flat disk shape like the rings of Saturn. It radiates spheri-
cally. Therefore, action occurs at all axial planes rather
than just the chosen two.

This does not, however, render our 2-D renderings
useless. A predictable error factor arises which can be
compensated for fairly accurately. There are two planes to
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consider: the propagation plane (that of the speaker) and
the drawing plane (that of the drawing). The error factor is
lowest when the two planes are matched and correspond-
ingly rises as the planes diverge. There are two forms of
divergence, distance and angle. We will use examples to
illustrate the two forms.

Distance divergence is easily visualized by the ceiling
speaker placed at the building center line. When viewed in
section (or cross-section) the propagation plane is a match
to the drawing plane. The propagation distance from the
speaker to the floor at any location can be found without
error, and the relative levels estimated. When viewed in
plan the propagation and drawing planes are not matched.
The propagation plane is actually matched to the reflected
ceiling plan. It is the relative levels skimming across the
ceiling that are represented. Meanwhile down on the floor,
the seat directly under the speaker appears as the sound
source with rings of radiation dropping by 6 dB with each
doubling distance. This is a far cry from the situation of
the floor and the error increases in proportion to the dis-

tance between the planes. An accurate plan rendering of
the relative sound levels on the floor will need to be esti-
mated from the section data.

Angular divergence has similar properties and added
complexity. A representative example of this is found in
comparison of a frontfill speaker and a center cluster.
The center cluster is directly overhead of the frontfill,
giving them identical placement in plan view and differ-
ent placements in section and cross-section. The section
view reveals the speakers with propagation and draw-
ing planes matched. The plan view plane is very close to
the frontfill propagation plane and a far distance from the
center cluster's plane. The estimates of relative level will
be reasonably accurate for the frontfill, which will drop
off at the inverse square law rate over the seating area.
Estimates for the cluster would show much higher differ-
ences in level than would actually occur. The reason is that
the plane divergence is not compensated. At the front row
the propagation and drawing angles would diverge by
nearly 90 degrees, creating a maximum of exaggeration in

Figure 5.2 The effect of mismatched propagation and pre        
horizontal propagation is the ceiling. The vertical position of
horizontal plane of the prediction is the floor. This mismatch
causes levels to appear to vary widely on the floor
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Figure 5 3 Angular relationship of the speaker propagation
and prediction planes. The angular orientation of the main
speaker's horizontal propagation is downward. The angular
orientation of the horizontal plane of the prediction is flat.
This mismatch causes levels to appear to vary widely
on the floor in the plan view. The propagation plane and
prediction planes of center frontfill speaker are matched in
both level and angle for both vertical and horizontal planes.
The outer frontfills are matched only in the horizontal
planes

level. As we move back in the hall the angular difference is
reduced and the level accuracy improves.

A secondary issue arises. The whole reason to look at
the plan view was to estimate the horizontal response.
The pie wedge of horizontal coverage propagates from the
speaker location on the plan view and denotes what is in
and out of the pattern. For the frontfill our rendering is
accurate. For the cluster it is not, because the seats are in
the other plane and neither our actual distance nor axial
angle are accurately represented.

Most people with experience in audio know that the
front fill will overpower the near rows and never get to
the back, and that the center cluster will not duplicate this
feat. But how do we tell where the center cluster will join
the game down on the floor? How can we find where the
combination of vertical and horizontal coverage patterns
meet on the floor? How can we do this without a 3-D CAD
program, a month and a whiz kid?

The error can be greatly reduced by the geometric pro-
cess of triangulation. The error in the plan view rendering

will be reduced using what we know from the section
view. Here is how it works (Figs 5.4 and 5.5).

1.

2.

Designate a listening position in both the plan and sec-
tion views. Let's call it "L1 . "
Section view: draw a vertical line (A) from the speaker
up or down to the height of L1. This distance is the dif-
ference between the horizontal drawing and propaga-
tion planes.
Section view: draw a horizontal line (B) from the L1 to
the vertical line. This distance is the difference between
the cross-section drawing and propagation planes.
Section view: complete the triangle with a line (C) that
connects the speaker to L1. This is the distance traveled
along the propagation plane that arrives at L1. Measure
this distance.
Plan view: the horizontal distance from the speaker to
L1 matches the length of line B.
Plan view: draw a line of length C from the L1 through
the speaker position and mark it " S 1 . " This is the com-
pensated speaker location for position L1.
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Figure 5.4 The use of triangulation to compensate for the
planar mismatch in the main speaker

Figure 5.5 The use of triangulation to compensate for the
planar mismatch in the downfill speaker
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This is a simple task. Will we need to do this for every
other listening position that falls on a different propagation
plane, namely every row? Obviously this is not practical,
nor is it necessary. The key places are the nearest edge of the
coverage pattern, the on-axis position and the farthest edge.
With these three points we will have the data we need.

It is also worth noting that the planes are interchange-
able. The propagation plane of the speaker could be on the
vertical and off the horizontal plane just as easily as the
opposite example above. It can be off on both the propa-
gation planes. A speaker on the side of the stage that is
tilted inward and downward has conveniently managed
to wedge itself in between the plan, section and cross-
section planes ! 

One more scenario is worth discussing: the rake. Most
halls have a gentle rise from front to back, known as the
"rake" of the seating. This is easily visible in the section view.
The plan view may also denote the changes in elevation at
various locations. The rake makes it even more unlikely
that the propagation and drawing planes will match. The
reason that this is worth noting is that there are huge advan-
tages in our sound design to positioning our speakers with
propagation planes that are at displaced angles and dis-
tances. This is a very big part of how we will create uniform
level over the hall, playing the planes against each other to
compensate for distance and angular attenuation.

I look forward to the day when 3-D CAD design is so fast,
cheap and simple that this section will be interesting only in
the context of how much easier kids have it these days. Until
then, the methods spelled out here will get the job done.

From the room drawing we will need to ascertain the
audience location areas, source location, and surface type
and location. With this we will be able to begin planning
our sound design.

Scale
What do we need from these drawings in order to make
reasonable predictions? First and foremost: scale. The
distances must be realistically rendered both in absolute
and relative terms. The overall shape of the room must be

correctly proportioned, as this will be the decisive factor
for speaker position, array type and coverage pattern. The
actual distances must be realistic as these will be the basis
of our estimates of how much power is required.

Every drawing has its scale shown somewhere, so that
the physical size of the drawing can be related to what is
rendered. Paper drawings, such as blueprints, will have
a fixed scale, and can be read directly with a scale ruler.
Computer drawings can be viewed at different scales
dynamically as the zoom in or out of the drawings.

Scale Rulers 

A scale ruler is used to ascertain distances. The dimen-
sions of the audience shapes, the distance from speaker
locations to audience areas, the distance between speaker
sources are examples of uses for the scale ruler.

Protractors

The basic protractor can be used to provide an initial esti-
mate of the angular aspects of the coverage requirements.
The limitations of the protractor to our design efforts have
been discussed previously in Chapter 1 and will also be
visited in Chapter 6. There is still plenty of work for this
basic tool, provided that we maintain awareness of these
limitations.

Acoustic Modeling Programs
Introduction
Acoustic modeling programs seek to provide advance
information about the performance of speakers in a space.
The modeling is based on the measured performance
parameters of loudspeakers, acoustic transmission through
air and the measured reflective properties of building
materials. Those properties are fed into a mathematical
engine that simulates the interaction of the speakers in the
space. Even with a perfect set of equations, and a perfect
representation of the room dimensions, the accuracy of
such modeling is something which can be approached and
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never reached. This is a matter of resolution. Our model-
ing is based on a finite number of data points to describe
an entity that can be measured in infinite detail. The prin-
cipal question is whether we have reached a point where
the resolution is sufficiently close to our ear's perception
capabilities. We will not need to factor in those parts of the
wall that took two coats of paint if the acoustic effects are
not audible. Our best hope is to have enough information
to select speaker model, quantity, array type, placement,
focus angle, signal processing allotment and acoustic treat-
ment. As we have seen in the previous section, the proper-
ties of transmission, summation and reception will play
the critical role in these choices. We can say with certainty
that our prediction program must have a high degree of
accuracy in these regards.

A Very Brief History
The traditional tools of prediction have been the scale ruler,
the protractor and the manufacturer's data sheet. Cover-
age areas are mapped out on blueprints. In the 1980s, com-
mercially available computer-based acoustic modeling
programs became available and changed the prediction
landscape. The first program was introduced by speaker
manufacturer Bose Inc. and featured a library of the com-
pany's speakers. The predicted response of the speakers
in a room is displayed in the equal level contour and other
formats. Designers were anxious to obtain this informa-
tion technology. Additional manufacturers followed suit
and an era of proprietary programs followed. Each pro-
gram was dedicated to a particular manufacturer's prod-
ucts. They were unique and required a major commitment
in time, training and cash. The lack of standardization
made it difficult to compare the predicted performance of
one product to another. The accuracy of the programs is
questionable for two major reasons: the known complex-
ity of the task of predicting acoustic performance and the
vested interests of manufacturers in promoting their own
products. The fact that the manufacturers are the source
of the performance data creates a credibility issue in
regard to the motives, objectivity and scientific basis of the
prediction programs. It seems obvious, in retrospect, that

it would be best if creators of prediction software were
disinterested third parties, not affiliated with, or biased
toward, any particular speaker manufacturer. We are, after
all, in the sound business. Our research and development
is market-driven. Who else but the speaker manufacturers
would be willing to undertake the massive time and costs
required to support such efforts?

Concerns about creating a level playing field arose over
time and calls for standardization began. Standardization
would allow designers to access data libraries of com-
peting manufacturers and compare and contrast speaker
performance on equal terms. The first and foremost of the
speaker manufacturer originated programs to open up its
library was EASE™. This was originally designed by Dr
Wolfgang Ahnert and is now available through speaker
manufacturer Renkus-Heinz. EASE has a large functional
collection of competing speaker manufacturer data and
as a result presently enjoys a wide user base. New model-
ing programs have emerged from independent companies
that are not aligned to any particular manufacturer. Some
of these companies have agreed on a data format so that
manufacturers can have their data used by multiple mod-
eling platforms.

Overall, the programs fall into two basic categories:
low- and medium-resolution 3-D and high-resolution 2-D.
In the ideal world we will have high-resolution 3-D, but at
the time of this writing such an option has not arrived.

The term "resolution" in this context refers to the detail
level presented in the measured data which is the basis of
the predictive model. Among the most relevant features
are frequency resolution, angular resolution and phase.
The low-resolution programs feature octave-wide fre-
quency spans with 10 degree angular spans. The medium-
resolution 3-D program data files are 1/3 octave frequency
resolution and 5 degree angular. The phase response in both
low- and medium-resolution programs is idealized rather
than based on actual data. This will be detailed later in this
section. More important, the effects of the phase on acousti-
cal summation are an option that can be selectively invoked
by the user. Would that we could be so lucky in the real
world to be able to hear systems interact in such a way!
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concerns about what actually happened between the
known points.

Resolution
As mentioned briefly above, a key parameter in the
makeup of the speaker data file and prediction processing
is its two forms of resolution: frequency and angular. Both
of these forms must be sufficiently high for us to see the
details of the summation interactions. Both of these have
two forms: acquisition and display. The resolution of the
acquired measurement data will be a limiting factor in the
processing and display of the speaker behavior. The mod-
eling program display will use interpolation between the
data points to draw lines between the known points. The
accuracy of the program decreases as the span of interpo-
lation increases.

Frequency Resolution
The most common prediction response is the equal level
contour. This is a polar representation, typically sepa-
rated by colors. Each plot represents a frequency range; in
essence, a slice of the speaker's frequency response spread
over the space. A full characterization is derived from the
complete series of layers that describe each range. The
quantity of layers we use to slice the response is the fre-
quency resolution. The display resolution is limited to no
more than the acquisition resolution. The display resolu-
tion can be less than the acquisition by adding the layers
together to get a composite display over the desired range.
The slices can be octave, 1/3 octave or any user selected
percentage bandwidth, up to the acquisition limit.

A well-designed single low-order speaker in free field
should have a relatively stable response shape over fre-
quency. This is the most forgiving case for low-resolution
data. Increased resolution will show details, but not
significant differences. As speaker order increases, the rate
of response shape change over frequency rises. In such
cases low-resolution data will have lower resemblance to
its high-resolution counterparts. An illustrative example is
shown in Fig. 5.6.

There is one widely available program with high-
resolution data. This is Meyer Sound's MAPP Online.
This contrasts with the other programs in that the calcula-
tions are not done in the user's computer, but rather at a 
central server. Scenarios are constructed in the host com-
puter and sent to the server via the Internet for calculation
and returned as graphics moments later. This allows for
unprecedented detail in the simulations and is obtainable
on virtually any computer. There are two very serious lim-
itations. First is that only the company's own speakers are
in the data library, and second, there are only two slices of
2-D data. The program does, however, incorporate mea-
sured phase and has extremely high resolution: l / 24 th
octave, 1 degree angular.

Speaker Data Files
Acoustic modeling begins with the speaker data file.
Speaker performance parameters are compiled into a table
of values which were obtained in a reflection-free environ-
ment, such as an anechoic chamber. From this core data the
direct sound transmission of the speaker will be simulated
in free field. The coverage pattern over frequency and the
sound pressure level over distance are some of the many
features which can be observed.

The detail level of the predicted response is limited by
the resolution of the original data. The predicted response
will show a coverage pattern as a continuous line encir-
cling the speaker. The actual "known" data points from
which the polar representations are derived come from
the core speaker data. The continuous nature of the line
comes from the mathematical process of interpolation,
which "connects the dots" between known data points.
Interpolation is the mathematical equivalent of a "leap of
faith," assuming that the route traversed between the two
known points does not deviate from expectations. Inter-
polation is a fact of life in acoustic data. Without it we will
be looking at a series of dots on the screen. It is only the
degree of interpolation that concerns us. If the polar plot is
based on just four data points taken at 90 degree intervals,
the extent of the interpolation will leave us with serious
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Low-resolution data is related to the family of high-
resolution data that comprises the same bandwidth.
For example, octave bandwidth data spans virtually the
same range as the three l / 3 rd octave spans in that range.
6th octave resolution logically follows as double the
number of slices and so on. Therefore, if we look at three
l / 3 rd octave slices, we can see the family members
that, combined together, comprise the octave response.
Once again we see (Fig. 5.7) that low-resolution data can
remain representative, as long as the parts which make
it up are closely related. As the components diverge, as
in the case of a high-order speaker (Fig. 5.8) the low-
resolution response loses it resemblance to its component
parts.

When summation occurs the low-resolution data will
smooth over the combing and remove it from view. In
such instances we can create a false sense of equivalence
between design strategies that have very different amounts
of combing zone summation. Two examples are shown

in Figs 5.9 and 5.10. The high resolution of the frequency
axis gives us sufficient detail to view features that will be
noticeable to our hearing, while the low-resolution predic-
tions remove the evidence.

Angular Resolution
Polar data is a series of points evenly spaced around a 
circle or sphere. The spacing, in degrees, is the angular
resolution. The source data for the program is acquired by
measurement of a device at a given resolution. The accu-
racy of the angular representation of the displayed data is
proportional to the source resolution. Once again the data
will include some degree of interpolation in order to cre-
ate smooth continuous curves.

The accuracy of the characterization will depend upon
whether there are sufficient data points to track the angu-
lar rate of change in the measured device. Speakers with
a low rate of change can be accurately characterized with

Figure 5.6 Frequency resolution issues related to
characterization of a single speaker. Top  first-order
speaker shows only minor differences between low and
high resolution data. Bottom  third-order speaker shows
substantial differences in side lobe details
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Figure 5.7 First-order speaker at octave resolution compared to          
The differences are confined to the details

Figure 5.8 Third-order speaker at octave resolution compared to
the 1/3rd octave components that comprise the same frequency
range. The differences are found in the side lobe details and in the
beamwidth
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Figure 5.9 Frequency resolution issues related to
characterization of summation in coupled speaker arrays.
Top  non-overlapping array has minimal comb filter
summation. This is best revealed in the high-resolution
rendering, where the combing zone and isolation zone
interaction can be clearly differentiated. Bottom  the
overlapping array appears to have a narrowed shape but
equivalent combing in the low-resolution prediction. The
high-resolution panel shows the combing zone interaction
to be dominant over most of the coverage area

Figure 5.10 Frequency resolution issues related to
characterization of summation in uncoupled speaker arrays.
The lower resolution renderings do not reveal the high level
of ripple variance from the speaker interaction. With low-
resolution predictions the overlap areas appear to be the
most uniform. The high-resolution data reveal the overlap
area to be the least uniform
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low angular density. A first-order speaker may fit these
criteria, but a third-order speaker is certain to have a 
high rate of change over a small angular area. The first-
order speaker is not exempt, however. Many first-order
speakers have horns with substantial ripple variance
spread over the coverage angle (seen as lobes and fingers).
Low angular resolution, especially when coupled with
low-resolution frequency acquisition, can create a false
equivalence between speakers of vastly different audible
quality.

Low-resolution data, either angular or frequency, will
reduce the investigative quality of our predictions. It will,
however, provide much more optimistic views of the
response, as combing is removed by angular smoothing,
frequency smoothing, or both. We will benefit by throw-
ing every bit of resolution available to our calculation and
display. Using low resolution provides a video solution
for an audio problem.

Phase Response 
If we have no phase data, the response of a single speaker
can be viewed without significant risk. Summation char-
acterizations without phase data violate the second law
of thermodynamics. Energy is created (the positive side
of summation) without a compensating loss (the cancella-
tion side). The result is a response that we cannot possibly
observe with our ears or our analyzer. The role of phase
response in summation modeling will be covered shortly.

Common Loudspeaker Format 

In an effort to standardize the data available for acoustic
modeling a format has been created which allows any
manufacturer to submit data that can be used for several
programs. In keeping with the audio industry rule — that
two standards are always better than one — we have two
formats: common loudspeaker formats 1 and 2 (CLF1 and

Figure 5.11 Angular resolution issues related to
characterization of a single speaker. The left panels show
the results when the speaker axis is oriented to match
the angular acquisition points. The right panels show the
speaker axis oriented between the angular acquisition
points. Top  first-order speaker shows only minor differences
with the angular displacement. Bottom  third-order speaker
shows substantial differences in shape. High-order speakers
require high angular resolution for accurate characterization
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Figure 5.12 Angular resolution issues related to characterization
of summation in a coupled speaker array. The right panels show
the array axis oriented between the angular acquisition points.
Top  the non-overlapping array shows only minor differences with
the angular displacement. Bottom  the overlapping array shows
substantial differences in shape. Overlapping arrays require high
angular resolution for accurate characterization

CLF2).The first one is low resolution (octave, 10 degrees) and
the second is medium resolution (1/3rd octave, 5 degrees).
The data is acquired by an impulse response so the phase
response could ostensibly be accessed by the programs.

There are a great many commendable features to CLE
The first and foremost is that fantasy data cannot be entered
into the system by marketing departments. The data must
be certified as having been actually measured within cer-
tain standard conditions and approved facilities.

CLF1 and CLF2 can be used to create 3-D spherical model-
ing. In the best case the speaker is measured as a full sphere.
In the worst case the spherical data is interpolated from the
horizontal and vertical planes. Notably the data files inform
the user when spherical interpolation is taking place.

Acoustic prediction as a whole stands to benefit from
the implementation of a standard. Anything that levels the
playing field between competitors has positive poten-
tial. This benefit is only fully realized if the standard is
sufficiently rigorous to provide the key data that differen-
tiates the performance of systems and designs. CLF1 is of
such low resolution that we must be very cautious about

any evaluations made with it. The features of wide cover-
age (first-order) speakers will be discernible as the number
of data points can trace the basic pattern. Beware. Details
of lobes and cancellations that are less than 10 degrees
wide or less than an octave span will be glossed over. A far
inferior-sounding speaker may appear on equal footing
with one whose pattern is more uniform. The intention of
a standard is to level the playing field, but we must be care-
ful not to plow down the goal posts at the same time. Con-
sider the modern third-order speakers which commonly
have patterns of 10 degrees or less. (This description fits
the greater majority of the speakers which are commonly
referred to in our industry as "line array" boxes.) That is ±5
degrees from the on axis point. CLF1 finds its first off-axis
data point at ± 1 0 degrees, where the speaker has already
fallen well past the -6 dB point. How can we design unity
class crossovers without visibility of the —6 dB point?

Octave band frequency resolution will also severely
limit the range of usable applications. Specifically it limits
the range to that of single speakers in free field. Why? The
reason is summation which, as we have learned, requires
detailed frequency response resolution for us to properly
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the alchemy, the voodoo of system 
design, and how it relates to final 
tuning in the room. The hard part 
is to communicate my needs to the 
client and the architectural team 
without any historical data (or 
even a room to measure). How do 
you talk about invisible waves in 
an environment? A good dose of 
experience, prediction software, 
and audio analysis done in real-
time is my recipe to design, prove, 
and improve all my audio system. 

Francois Bergeron 

interpret the asymmetrical peak and dip action and the lin-
early spaced combing. Octave resolution levels the playing
field again as it plows through the combing and leaves us
unable to see the difference between an optimized design
and one with massive combing.

CLF2, comparable (although not compatible) with EASE,
has higher resolution. The change is one of incremental
scale. The frequency resolution is 3X and the angular reso-
lution is 2X that of CLF1. This is an obvious improvement,
but is it enough? Based on my experience, the answer is no.
These improvements of resolution are still not sufficient to
overcome the obstacles described above for CLF1.

Other Formats 
The final format we will discuss in the prediction arena
is MAPP Online. This is a 2-D only prediction that is
extremely high resolution with complex data. MAPP uses
two slices, vertical and horizontal, with speaker data mea-
sured at over 1/24 octave, 1 degree angular resolution. This
program also utilizes the actual measured phase response.
Therefore different speaker models can be combined with
realistic summations. MAPP is so hugely superior in its
speaker summation accuracy that nothing else that I have
seen even comes close. There are, however, three severe lim-
itations at this time: the speaker data library has only Meyer
Sound speakers, the room renderings can only create a sin-
gle square or rectangular shape, and all data is 2-D. These
limitations obviously preclude its use as a universal tool.

Modern sound designs are reliant on highly directional
speakers that are arrayed in large numbers at overlap-
ping angles. Minute changes of 1 and 2 degrees have very
demonstrable effects on the array performance. Low-
resolution, phase-free data cannot provide the critical
details needed to make the fully informed decisions about
such systems. My crystal ball (the old-fashioned form of
prediction) says the future holds a standard format with
high-resolution complex data. Could that be CLF3?

Acoustic Transmission Properties
Direct Sound Transmission 
The direct sound transmission is assumed to have the stan-
dard free-field loss rate of —6 dB per doubling of distance.
Most programs assume the transmission loss to be uni-
form over all frequencies, although we know that this is
never the case due to the HF air absorption loss. In order to
accurately compensate for the frequency response changes
over distance we must have information regarding the
temperature and humidity in the space. Some programs
include the environmental factors with user-adjustable
temperature and humidity. Even if such environmental
compensation has perfect mathematical accuracy, it is still
of limited use practically. For indoor applications we can
use a nominal "room temperature" and standard humidity
but even these cannot be guaranteed to occur. For outdoor
applications the situation is wildly dynamic. Professionals

Perspectives: For 20 
years, I have been 
struggling with the art, 



221

in the field of meteorology cannot accurately predict the
weather, so it is unrealistic for us to attempt to factor
this in to design decisions beyond the nominal standard
conditions.

Ray-Tracing Model 
The paths of the sound propagation are typically com-
puted by the ray-tracing method. The sound moves out-
ward from the source in a straight line as would rays of
light from the sun. In the free field, the sound continues
outward and steadily loses level. The relative level values
for each ray are adjusted to mimic the coverage pattern
shape of the particular speaker.

If the ray strikes a surface it is reflected at the angle of
incidence as with light off a mirror. The rays and reflections
from additional speakers will intersect and pass through
those of the original source. This is the typical approxi-
mation of transmission and summation properties of
sound available in modeling programs. This approach is
sufficient for us to gain huge amounts of advance informa-
tion about the potential performance of a system, and to
greatly enhance our chances for a smooth and successful
calibration process. During that final stage, the system's
response will be measured, and the results will hopefully
resemble the prediction model in the most important
parameters. We cannot rely on the prediction model to be
perfect, nor do we need it to be. It will be useful, how-
ever, to bear in mind where we should expect the results
to match prediction, and where we need to go it alone and
rely on the on-site measured data exclusively. To make the
point let's consider the weather-related effects. Even if the
prediction program can factor in these effects, it cannot
predict the weather. Ongoing monitoring and compensa-
tion of weather-related effects will require measurement.

A series of figures begins here which illustrates the
expected differences we would encounter in the field
between the ray-tracing prediction model and a high-
resolution measured frequency response. (Analyzers will
be discussed in Chapter 8.) The summation zone frequency
response icons introduced in Chapter 2 reappear here.

We would hope to see the same icon appear as the result
of measurement or the various forms of prediction. If we
see a difference, this is significant, since these summation
icons are the milestone markers in our understanding of
the system response. A change in the representative icon
between the measured and predicted responses would be
a source of concern since it may lead our design process
off-course, only to be discovered during the optimization
process.

Each figure contains the expected measured result and
three versions of the ray-tracing model-predicted results:
high-resolution, low-resolution, and phase-free. As we
will see, the highest correlation will always be the highest
resolution, and the lowest is the "no phase" response.

Refraction

The refractive properties of sound pose a particularly
difficult challenge for acoustic modeling. Acoustic refrac-
tion, like its counterpart in the physics of light transmis-
sion, is the bending of a sound transmission as it passes
through layers of media. In practical terms this will likely
only be a substantive effect for us in large-scale outdoor
applications. Thermal layers in the atmosphere can cause
a bending upwards (cool air over warm air) or down-
wards (warm over cool). Wind conditions can also cause
highly variable refractive effects that bend the sound on a 
moment-to-moment basis. For a single speaker source the
sound can noticeably change its response, sounding as if
we are moving slightly off-axis and returning. Since the
transmission is being bent that is exactly what is happen-
ing: sound that was directed away from us is bent into our
location. The effect is much more noticeable on coupled
speaker arrays, particularly those with a high percentage
of overlap. The refraction effectively performs a changing
angular orientation between our position and the cluster.
The result is movement through the volatile comb filter
interaction of the summation which shifts its filter fre-
quency, a process known a "flanging." The anticipation of
weather conditions is beyond the abilities of our predic-
tion modeling and we will simply have to deal with this as
an operational issue.
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Figure 5.13 Comparison of the ray-tracing prediction models
with the expected high-resolution measured response. Top  direct
sound path on axis response. Middle  filtered reflection. Bottom
unfiltered reflection

Figure 5.14 Comparison of the ray-tracing prediction models with
the expected high-resolution measured response. Top  speaker
interaction with low percentage of overlap. Bottom  speaker
interaction with high percentage of overlap
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Figure 5.15 Comparison of the ray-tracing prediction models with
the expected high resolution measured response. Top  refraction
of the direct sound path. Middle  refractive effects on unfiltered
reflection. Bottom  refraction of speaker/speaker summation

Diffusion
For a surface to reflect all frequencies perfectly evenly it
must be large enough for the largest wavelengths to bounce
off it like a mirror. Complex surfaces reflect the sound in a 
manner that scatters the sound in different directions over
frequency. This type of reflection is termed diffusion and
differs from the simplistic ray-tracing-type model. Sur-
faces which contain raised and lowered areas of various
sizes and angles present a variable face to sound waves.
Because the sound waves vary in wavelength the differ-
ing elevations have different effects over frequency. An
example of a diffusive surface is the series of statues along
the side walls of the Boston Symphony Hall. These stat-
ues reflect the sound in a variety of directions, and change
over frequency. Engineered diffusive surfaces are com-
mercially available. These surfaces are designed to specific
ratios of dimensions that create a controlled series of dif-
fusive effects over frequency. One might say that these
surfaces seek to create a uniform field of non-uniformity.
Diffusive surfaces are extremely complex to model for the

very reasons that make them so desirable acoustically: a 
complex scattering effect that differs at every frequency.
The properties of diffusion are so complex that we should
be prepared to encounter them as they are measured in the
field, rather than rely on their accurate characterization in
prediction.

Diffraction

If there were a brick wall that was two meters tall between
us, it would be impossible for you to see me. And yet we
could carry on a conversation without too much difficulty.
Diffraction at the top edge of the walls allows us to hear
each other. If there is an open window in our room we
will source all sound as coming from the window, even
though we have our doubts that a cat could be howling
from the ledge of our fourth-story apartment. Diffraction
of the sound through this opening creates a virtual source
and the sound is retransmitted from there. It is only when
we stick our heads outside the window, and move to the
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Figure 5.16 Comparison of the ray-tracing prediction models with
the expected high-resolution measured response. Top  unfiltered
reflection from non-absorptive surface. Middle  filtered reflection
from absorptive surface. Bottom  unfiltered reflection from diffuse
surface

other side of the diffractor, that we will localize the offend-
ing cat on the ground.

The properties of diffraction are complex and beyond
the scope of this book. The most basic properties are the
relationship of the opening and/or barrier size relative to
the wavelength. Small barriers (compared to the wave-
length) will be passed by with minimal effect. Large bar-
riers (compared to wavelength) will reflect a substantial
portion and leave a shadow area of low-level sound
behind the barrier. Any physical barrier will have vary-
ing diffractive properties over frequency since it pres-
ents a different ratio of size/wavelength over frequency.
A small pillar will block only the very high frequencies
while others work their way around it. Standing behind a 
pillar that is 30 meters in diameter will be nice and quiet.
Prediction programs have a difficult time modeling dif-
fraction effects. Every obstacle in the transmission path
that is not a solid continuous surface will need to have dif-
ferent reflective properties over frequency. Any openings
in a surface will need to be modeled as secondary sound

sources. Fortunately this loss of accuracy is not as critical
for our application as it would be for analysis of sound
isolation. Our application does not often call for concert
sound to be transmitted through window openings. Like-
wise we would not be expected to tune our system from
behind a pillar or barrier.

On the other hand, it is not unusual for us to encoun-
ter structural steel in front of our speaker clusters. In such
cases we will encounter high-frequency shadowing, while
the low frequencies freely move past the steel. The ray-
tracing model will either see this as a full range shadow or
as non-existent. In practice the final position of our speak-
ers is subject to change as we fine-tune the focus angle.
Time spent predicting the exact placement and frequency
range of the sound shadow would be better spent peti-
tioning for a creative structural solution that removes the
obstruction. The properties of diffraction are so complex
that we should be prepared to encounter them as they are
measured in the field, rather than rely on their accurate
characterization in prediction.
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Figure 5,17 Comparison of the ray-tracing prediction models with
the expected high-resolution measured response. Top  diffraction
around a small object. Ray-tracing model may either characterize
the object as solid or clear. Middle  diffraction through a small
opening. Bottom  diffraction around a large object such as over a 
wall

we have a long way to go on the 
education front. Most bad systems 
today are caused by designer 
or operator error: poor speaker 
coverage, poor time alignment 
and/or poor gain structure. Good 
equipment and powerful analysis 
tools are available and affordable, 
so there is little excuse for these 
problems any more. 

John Huntington 

Resonance
Another acoustic property of rooms is resonance. Reso-
nance is the result of room dimensions that fall into a 
spacing relationship with a particular set of wavelengths.
The result is that these wavelengths can become so highly
efficient that they sustain long after others have decayed.
Resonant cavities inside the room can present a problem
for the decay characteristic, again by prolonging certain
frequency ranges. External resonant chambers coupled
to the room can provide effective absorption of low and
mid-range frequencies. These specially designed cavities
are known as "Helmholtz resonators" after the German
scientist who quantified their effects. The effects of reso-
nance would be very challenging to account for in model-
ing programs. If they are accounted for in the programs,
to what extent are they practically useful for the design of
sound systems? What decisions would we change regard-
ing our sound system if this is omitted? None. The reso-
nant properties relevant to our application will show up

when the building is done, our speakers are in place and
we are ready to tune.

Materia] Absorption Properties
The ray-tracing method is the standard for reflection mod-
eling. A reflection bounces off a 100 per cent reflective wall
and continues onward with only its additional air trans-
mission loss. If we are fortunate enough to have surfaces
with some absorption this will need to be incorporated
into the model.

Absorption Coefficient 
The acoustic properties of building materials are com-
piled into value tables, much as we had in the case of the
speakers. Where do the values come from? Primarily these
values are sourced from the manufacturers of building
materials. Their published numbers are the results of stan-
dardized testing performed for the building trade. These

Perspectives: The fact 
that good sound is so 
rare today shows us that 
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tests find the absorption coefficient at various frequen-
cies. The absorption coefficient indicates how much sound
energy will be lost during the transition at the surface.
These absorption coefficients range from a maximum of
1.00 (an open window) to 0.00 (100 per cent reflection).
Naturally we would be most interested in converting
these numbers to dB loss, since that is what our ray-
tracing model will support. The number of dB attenuation
is 10 loghX 1 — the absorption coefficient. A reference table
is shown as Fig. 5.18.

The published absorption coefficients are very limited.
They rarely contain more than six octave span values
ranging from 125 Hz to 4000 Hz. The numbers do not fac-
tor in the differences between striking a surface at 9.0 and
90 degrees, which can be quite different in some (but not
all) materials. In any case the accuracy of an acoustic mod-
eling that uses the published absorption coefficient data
would be a very rough approximation at best.

Note: The acoustical absorption properties of materials
are a complex subject that fills volumes in its own right.
Readers wishing more details are advised to seek out the
many books on this subject.

Figure 5.18 Absorption coefficient level reference (approximate). The above
reference chart converts the absorption coefficient (a) into dB loss for a single
reflection. The ray-tracing model may computations like this simulate the loss
in the reflected ray as it exits the reflective/absorptive surface

Surface Detail Omissions 
Let's say we have valid material data parameters for all
of our surfaces. How much of an error or omission does it
take to affect our data? Not much. Our modeling will only
have the major features of the room. Details of building
structures will be omitted for practical reasons. Another
layer of error is added by the omissions.

Characterizing Summation

A single speaker in free field would be the only system
design that would not require characterization of sum-
mation. Neglecting the fact that anechoic chamber music
never became popular, why would we even need a model-
ing program for such an application? Point and shoot.

For all other applications the summation is omnipresent.
The importance of managing summation to the success of
the optimized design cannot be overstated. The modeling
program is of extremely limited use to us if it does not
provide an accurate view of complex summation. This
requires high-resolution frequency response and phase.

Frequency Resolution 
The importance of frequency resolution to our character-
ization of summation was covered in Chapter 2 but bears
repeating. Octave band resolution was shown to be capa-
ble of characterizing the summation interaction of signals
which were no more than one wavelength apart. As the
signals move further apart the peaks and dips become nar-
rower and will be smoothed over. It is important to visualize
this critical limitation. Octave resolution at 1 kHz limits us
to path differences of one foot (300 mm) before we start los-
ing a detail. How are we to characterize the summation of
a complex speaker array if the details of the interaction are
smoothed over? How can we characterize speaker/room
summation if paths longer than a single wavelength are
smoothed? The fact that these summation effects are clearly
audible as tonal distortion (see Chapter 3) should give us
pause in consideration of any data of such low resolution.
One third octave resolution expands the vista to three
wavelengths, but this still makes for a very limited view.
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Angular Resolution 
Angular resolution also plays a key role to our charac-
terization of summation. Is there anyone out there that
believes a 5 degree splay angle change between speakers
is negligible? If our angular resolution is 10 degrees, such
changes will likely be smoothed over. Modern speaker
systems have machined rigging frames supporting precise
splay angle changes of 0.5 degrees. Such small increments
matter a great deal in the world of the highly interactive
third-order speakers. Such array designs can contain large
quantities of speakers within the span of a few degrees
and can create combined patterns which are less than a 
single degree wide. Small changes in relative angle are
critical to the combined directional response, the details of
which will be lost without high angular resolution.

A first-order speaker can be aimed within 5 or 10
degrees of its optimal angle and few will notice any nega-
tive effects on the uniformity. Overlapping coupled third-
order arrays that are aimed with absolute precision can
have the highest levels of uniformity imaginable. An error
of a few degrees throws it all away.

Phase Response 

Without phase the summation is characterized as purely
additive. No cancellation. Even polarity reversals or delay
line settings don't matter! The relative levels are added up
by the 20 log dB addition formula (Fig. 1.10). Each added
speaker has the potential to make the combined system
louder at all frequencies at all locations. The representa-
tion is derived from the amplitude summation as if we are
always in the coupling zone no matter how much phase
delay there is between the arrivals. The impossibility of this
occurring is detailed in Chapter 2. There may be applications
where a phase-free addition model is a valid characteriza-
tion of the perceived response. Those applications would
need to be ones where the phase relationship between the
summed sources is random, such as a series of uncorre-
c t e d sources. The interactions we are concerned with are
correlated summations (copies of the source signal) such
as reflections and other speakers. For these interactions

the phase component is not randomly related, and there-
fore cannot be discounted.

In short, a prediction program that neglects phase is
capable only of misrepresenting the effects of summation.
The "phase-free" equal level contours indicated have no
chance of being encountered by our measurement sys-
tem. The phase effects to the summation process are not
merely an additional feature that we can choose to view as
an enhancement. They are the difference between success
and failure for our design choices. If the program is blind
to summation we are better off with a protractor, a scale
ruler and a calculator. With these crude tools and some
common sense, we will be able to design systems without
neglecting phase, albeit painstakingly.

Quasi-phase Response 

An intermediate option is the attribution of a standard flat
phase responses on all speakers, rather than using actual
measured responses. In this scenario the phase is assumed
to be flat at all frequencies and the relative phase between
two sources is incorporated, based on the relative time off-
sets. For example, the sources are 1 ms apart, the response
shown is as if it were an electrical summation with the comb
filtering that results with 1 kHz phase cycling. This is a 
huge improvement over the phase-free computation. If the
design incorporates matched speaker models, the predicted
summation response will approach measured reality. How-
ever, the limitation is found when we use different speaker
models. Since each model will have unique phase responses
over frequency the measured summation response will
vary with the differences between the models.

Another limitation to the quasi-phase response is its
simulation of the phase response as originating from a sin-
gle source point. A measured phase response of a two-way
speaker would reveal what we can easily confirm with our
eyes, that the high and low frequencies come from different
physical locations. This means that even the summation of
two identical model speakers will not be accurate in the
acoustical crossover range in the plane where the HF and LF
drivers are displaced. This is the confluence of the spectral
and spatial divider as discussed previously in Fig. 2.34.
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Figure 5.19 Effects of phase over frequency over
angle in two-way speakers. The angular orientation to
a source affects the spatial crossover orientation to the
spectral crossover. Top and middle  amplitude and phase
responses over frequency of the individual speakers at the
spatial crossover position. Bottom  amplitude response of
the combined speakers and the physical setup



229

Applications

Acoustic modeling is a design tool. Its role is to help us
with design-related decisions. The utility of these pro-
grams relates directly to how accurately the differences
in various options are shown so that informed decisions
can be made. Finally we will see how well these decisions
stand up under the scrutiny of the alignment process.

It will be great to have extremely high-resolution 3-D
data with measured phase data. At the current time no
available program offers this. In the mean time we have to
work with what is available. Each of the programs has its
strengths and weaknesses. If we can't have it all, how do
we prioritize?

First and foremost, the end goal is a successful optimi-
zation, which will be guided by the data we view on our
analyzer. Our chances of success are greatest if the data
seen in the prediction stage reflects what we will find in
the optimization stage. This correlation must be priori-
tized far above considerations of presentation quality to
boardroom executives. The best choice is the prediction
that yields the wisest selection of speaker model, posi-
tion, array types, signal processing resources and acous-
tic treatment. Matters that can be adjusted on site, such as
equalization, fine focus angle and relative level will be left
to the calibration stage.

What can we conclude from the above features of acous-
tic modeling programs? First we must concede that the
task is extremely complex. Layer upon layer of acoustical
effects are added to the direct sound leaving our speaker.
It is undeniable that the accuracy of predictive data goes
down with every additional step away from our sound
source. It is also certain that the addition of each and every
surface and speaker further degrades the accuracy. The
odds are stacked very hard against the room side of the
equation. The acoustical mechanisms are far more com-
plex and the data available for computation are far less
complete.

The highest accuracy is found in the direct field response
of a single speaker. If the speaker characterization is of
sufficient detail, we can clearly see its nearby direct field

coverage pattern, and level, in the space. Second place
goes to more distant renderings of the same speaker, hav-
ing factored in the direct sound propagation loss and
perhaps the air-transmission-related frequency response
losses. Third place goes to the direct field response of mul-
tiple speakers. The summation effects of multiple speakers
are far less complex than that of rooms. Last place goes
to speaker/room summation which we have little hope of
finding accurate renderings beyond the ray tracing of the
first few reflections.

Bearing in mind that our mission here is to design
speaker systems, not symphony halls, the above order
of accuracy is the best we can hope for. Our priorities
are in line with the prediction system capabilities. We
are far more concerned about the direct field response of
the speakers precisely because those are the parameters
most under our control during the alignment process. The
choice of speaker model, the aim angle, the array type
and the distribution of signal processing will all be based
primarily on the direct field response. If the system can-
not produce a minimum variance sound distribution in
the free field it is folly to rely on the room to create it for
us. The room will only degrade our uniformity. In those
places where strong reflections will occur we will advo-
cate for the reflective surfaces to be treated. But it would
not be prudent to expect that the program will be capable
of highly accurate characterizations as to how effective our
measures will be. As discussed in the previous chapter, we
will usually work toward minimum excitation of the room
and maximum absorption. We seek maximum control of
the direct field, and then move into damage control mode
in the room. Anything unsolved in the direct field will
likely remain so in the room.

For our application, the modeling of the room acous-
tics should not be considered on equal footing with the
modeling of the direct sound of an array. The accuracy of
the array rendering can be extremely high, while the room
cannot be. The most effective solution to acoustic prob-
lems in the room can be seen clearly by accurate rendering
of the array, even if the room is not modeled. The solution
for the array will never be found if its own rendering is
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not accurate, no matter how much detail we have in the
rendering of the room. Which comes first, the direct sound
or the reflection? If the direct sound is not accurately char-
acterized how can we expect that the room reflection char-
acterization is meaningful?

There are no simple answers here, and many reasonable
questions. Among them are these:

What is the problem with the inclusion of room
reflections in our computations of uniformity? Isn't a mod-
eling of questionable accuracy better than none at all?

Consider the following:

• If the resolution of the speaker data is poor, how can the
reflection data be any better?

• If the speakers combine additively in the program with-
out phase factored in, how are we going to implement
this in a physical world in which phase is not optional?

• If the required coverage angle is 40 degrees for a seating
area with curtains on the side wall, what is the required
coverage angle if the curtains are removed?

• If we need a 132 dB SPL speaker for a seating area with
curtains on the side wall, how many dB SPL would we
need if the curtains are removed?

• If a coupled point source array were the best choice
with the curtains, would it still be the best choice
without?

• If there is a 10 X 20 meter wall of glass at the back of the
hall, how accurate does the modeling need to be to let
us know this will need acoustic treatment?

• In the above scenario would it not be most helpful to
have pinpoint accuracy of the direct sound character-
ization, so that we can steer away from the glass?

• When we see prediction maps that show even SPL at
every seat, doesn't it seem strange that we have never
heard such a thing in real life?

• If the environment is expected to be hot and humid
does this mean we should change the speaker model or
focus angle?

• Does knowing that the room has a reverb time of 2.3
seconds tell me what kind of array to use, where to
place it, focus angle or model?

Conclusions
The reader will draw their own conclusions as to which,
if any, modeling program to use for their design work. As
the author, I cannot even consider a means to move the
discussion forward towards design and optimization with-
out a phase response. There is nothing I could recommend
that would have a better chance of success, nothing that
could indicate the viability of one approach over another.
I say this because my perspective always includes the way
the designed system will look under the microscope of the
optimization process. That viewpoint is always high reso-
lution and always includes phase. I have never measured
a system that in any way behaved like a phase-free ren-
dering. I have, however, seen systems that behaved very
precisely like that of the high-resolution, phase-inclusive
renderings found in MAPP Online.

Consider this a confession of author bias or a limita-
tion of my vision if you will. But suffice to say I lack the
ability to visualize sound in the manner that is shown on
low-resolution phase-free data. Until such time as high-
resolution prediction moves into 3-D (and I learn to operate
it) I will struggle with the limitations of 2-D vision over the
errors and omissions of low-resolution phase-free data.

We are now ready to move on to the application of the
prediction process to our goals of the optimized design.
In the next chapter we will conduct a thorough search for
speaker system designs that will provide the maximum
uniformity of sonic experience over the listening area. The
phase-inclusive, high-resolution prediction model will
guide us toward this goal.

A central theme as we continue here will be the fact that
every element of our speaker system will play an individ-
ual role in the combined response of the system. That indi-
vidual identity will always be maintained in the physical
world. The optimization process will deal with the inter-
actions of elements on a case-by-case basis. If the predic-
tion program does not have sufficient resolution for us to
identify the individual contributions we will not be able
to anticipate the response we will find in the room with
our analyzer. Low resolution and absentee phase both
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cause an identity crisis to combined response renderings.
Two elements go in and appear to be transformed into a 
unified whole. A microphone in the local area will reveal
an entirely different story.

The prediction renderings in this book are exclusively
from MAPP Online. The astute reader will realize that this
means that all of the prediction characterizations are of
Meyer Sound speakers. Those who wish to exploit this as
a means to promote, denigrate, or emulate Meyer speak-
ers will likely be disappointed. The principles of physics
that these speakers operate under are impervious to mar-
keting departments. The design principles that underlie
the approaches advocated here are universalized to be
inclusive of speakers that fall into the classification system
(first to third order) described in Chapter 2, and the power
classifications found later in Chapter 7. The precise extent

to which systems behave as described here is dependent
primarily on how closely they conform to the classification
specifications. Each and every make and model of speaker
will have unique characteristics, and never in this text
will reference be made to the particulars of any one. The
models of other manufacturers can be viewed in the con-
text of where they fall in the classifications which can be
found by comparing their published specifications. The
classification of many models will be easily seen while oth-
ers may fall in the gray areas between. In every instance, the
design and optimization principals still apply. In any case,
there is nothing promoted here — positive or negative — 
that the reader should view as an exclusive attribute of
Meyer speakers. The role of advocacy for makes of models
of speakers is respectfully left to the manufacturers.
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Introduction
In the beginning there was silence. Then there were speak-
ers: single speakers, column speakers, ceiling speakers.
Then there were clusters of horns and a few woofers. Then
speakers got legs and learned to walk. Horns and woofers
and subwoofers were each placed in boxes and stacked on
stage. Then speakers got wings and learned to fly. They
have been up in the air ever since. In the course of speaker
evolution there has been an adaptation in favor of two par-
ticular traits in the audio gene pool: increased power and
decreased variation. The natural selection of the market-
place has seen to it that those speakers which are dominant
in one of these traits survive and continue to adapt. The
others have become extinct. If some single speaker spe-
cies were to attain dominance in both categories it would
undoubtedly assume its position at the top. These two
dominant traits have often been rivals and for the most
part, the brawn of the power has been selected in favor of
the brains of minimum variance. But this begs the question:
can we find a way to select for power without sacrificing
uniformity, and vice versa. Is there a middle ground?

If the question is limited to a single speaker element,
the answer is yes. We can substitute an alternative spea-
ker with similar parameters, yet higher power and not

increase the variance. If we are to gain the power by using
multiple speakers the answer is a qualified no. Power addi-
tion by multiple elements will increase variance in all but
a very small fraction of circumstances. In the vast majo-
rity of cases they are mutually exclusive, but fortunately,
there is a middle ground. The purpose of this section is to
show the roadmap to the middle ground. Once we know
how to get there, we can evaluate the tradeoffs involved
in those instances where we must move off the middle
ground in favor of one side or the other.

Given multiple speakers we can select for maximum
power or minimum variance by the manner in which they
are arrayed. To select for maximum power we run every
element at the same level and aim them all at a single loca-
tion, for example, the mix position. Each element can be
selectively delayed to arrive perfectly in phase for the max-
imum single point summation. The maximum concentra-
tion of power into this single point ensures the maximum
variation from all others. The reverse occurs if we array
the speakers for the minimum overlap between the ele-
ments, and adjust the relative levels to correspond to the
shape of the room. In this case the sound is spread evenly
throughout the space but a minimum amount of power
summation is achieved. The middle ground is found where
we can harness the power of summation constructively,

V a r i a t i o n
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with a minimal compromise in variance. Power and uni-
formity can be brought together on a limited basis. Massive
amounts of power can be harnessed and wide areas cov-
ered, but this can only be achieved by careful coordination
between the parties. That is what this chapter is all about.

Now back to our Neanderthal past. In the olden days
there were two exclusive audio worlds: installation world
and touring world. Installation world was primarily con-
cerned with uniformity and had the attention of the manu-
facturers on their quest. The standard installation featured
horns arrayed as a point source and custom fit to the shape
of the intended coverage area. The systems were success-
ful by the standards of the day but lacked the power capa-
bility required by the emerging touring industry. Touring
folks wanted power, power and more power. The touring
people took the available tools and built piles upon piles
of horns and woofers into ever larger stacks on stage. The
logistics of piling up speakers in the time allotted forced
the innovation of the "all-in-one" box, the most well-
known example of this being the Clair Brothers' S-4. This
one size fits all approach allowed touring system sound
design to become a simple matter of scale. A small venue
was an eight-per-side venue, while a large venue was fifty
per side, and so on. Alternately, the same venues could
be done with proportionally larger numbers of smaller
boxes or a smaller number of larger boxes. This was the
era of the "wall of sound." The speakers were primarily
wide coverage units with 100 per cent coverage pattern
overlap. Maximum addition came at a cost: maximum
variance. Usually a small portion of the speakers were
angled slightly outward as a courtesy to the side seating
area, creating a horizontal version of the letter " J . " When
flying hardware became sufficiently practical, these arrays
became airborne and the listeners in the first rows were
given some relief from the full frontal blast, a noticeable
improvement in level uniformity. The vertical alignment
could then be modified to also take on the " J " shape of the
horizontal arrangement.

Enter the trapezoid. In the early 1980s a funda-
mental evolution occurred in favor of uniformity: the
trapezoidal-shaped speaker cabinet, made popular by

Meyer Sound. The cabinet was narrowed at the rear which
allowed for speakers to be arrayed at an angle, and yet keep
the driver displacements to a minimum. This resembled
the point source horn array of the installation market, but
was in the all-in-one portable speaker format usable for
touring. The touring industry now had point source tools
to provide greater uniformity and the installation market
had tools which could provide serious power. This was an
important step in the progression toward shared installa-
tion and touring products that persists to the present.

Nonetheless the wall of sound was far from finished. The
trapezoidal shape alone does not create a point source array;
it merely provides a physical aid. Widespread overlapping
of the coverage patterns continued as standard practice
in applications requiring extreme power. While some tour-
ing systems employed minimum overlap point source tech-
niques and greatly enhanced uniformity, others configured
the speakers in the familiar J shape and continued with
business as usual. The most common version was a com-
promise which used the point source in the horizontal
plane and the J in the vertical plane.

Meanwhile in the medium-sized venues of the musical
theater world, an alternate approach emerged. Variance
was reduced to a minimum by strategic separation of the
point source approach into its uncoupled form. The sys-
tems were a complex weave of interconnected sources
with small dedicated zones of coverage. The needs for
both uniformity and power were satisfied by keeping the
speakers close to the separate audience zones and selec-
tively setting their level and delay as required.

The touring industry moved toward its current direc-
tion with the introduction of the V-Dosc line array system
by L'Acoustic in the 1990s. This system had extremely nar-
row high-frequency vertical coverage and extremely wide
full-range horizontal coverage. With this innovation, one
single speaker could handle a majority of the horizontal
coverage needs, removing the comb filtering that occurred
when the wall of sound or overlapping point sources were
used. The narrow slicing of the vertical plane allowed for
a pinpoint beam of sound to be thrown to the back of the
hall, or far beyond into the next county The key innovation
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here was the conformance of the speaker element's pro-
perties of symmetry to the listening area shape. Audi-
ences are usually spread in wide symmetric horizontal
shapes, and narrow asymmetric vertical shapes. This type
of speaker element was adapted in favor of the dominant
audience shape.

The wall of sound was officially dead and has now been
replaced by the "line of sound." The scalar factor persists,
however. A small venue is an 8 box/side venue and a big
venue is a 50 box/side venue. Still, the same venues can
be done with a proportionally larger number of smaller
boxes or a smaller number of larger boxes. The line of
sound has vastly superior horizontal coverage uniformity
over the wall of sound. The horizontal plane is now litera-
lly "seamless" in that there are no acoustical crossovers to
reduce uniformity. The degree to which this compares to
the optimized point source will depend on how well the
room shape conforms to the fixed horizontal shape of the
element.

Unfortunately, there are two key strategies from the
wall of sound that persist in the common implementations
of the line of sound. The first is the belief that significant
level reductions of any element in the array will have
negative effects upon the overall performance of the array.
There is truth to the assertion that reducing the level of
one element in the array will reduce the overall level of the
array. But what use is a more powerful array if its power
is concentrated in the wrong place? If we are to create a 
uniform response in the room, this cherished belief of the
SPL Preservation Society will need to be abandoned. After
all, the paying public does not care about how loud it is at
the mix position. They care about where they are sitting. It
is only through the spreading of uniform level, not con-
centration of level, that the public gets the benefit of our
modern speaker arrays.

The standard current-day line of sound is imple-
mented in three basic shapes: the vertical line, the arc
(point source) and the hybrid of the two forms, the " J . "
Each of these will be examined in detail in this chapter
and its performance evaluated in terms of uniformity

and power. In the end we will see that comparable per-
formance can be obtained from "line array" speakers and
"point source array" speakers when the minimum vari-
ance strategies are employed. We will see that there are
no such things as "line array" speakers, and that it is the
configuration of an array that gives it its name, not the
nature of the individual elements. We will see that both
the modern so-called "line array" speakers and the old-
fashioned "point source" speakers are equally evolved,
and equally equipped to maintain survival. They will
thrive in different environments and we are all better off
for having more options available to us. Our job will be to
ensure that they are put in the right places and tuned in
the correct manner.

Our first mission will be to find the road to minimum vari-
ance. This is much more complex than the road to power,
which is principally a matter of scale. Minimum variation
can only be achieved with a constant focus on the spatial
geometry of speaker coverage. Rooms come in an unlim-
ited variety of shapes. Speaker coverage patterns come
in a substantial but limited number of shapes. The shape
that we seek is the rarest form: that which can remain sub-
stantially constant over frequency. Rooms do not change
their size or shape over frequency. If we are to fill the
room evenly with full-range sound we will need to keep
the coverage shape as constant as we can in spite of the
600:1 range in the size of the wavelengths we are shaping.
This is an impossible task, but the quest continues to reach
the closest practical approximation with the current tech-
nology. My twenty-five-year search has yielded precisely
three shapes that can be reliably created and provide sat-
isfactory results over a substantial space. It is not a large
number, but it is enough. It is possible to partition the cov-
erage responsibilities of any room into these shapes, which
can then be patched together with spatial acoustic cross-
overs. These shapes are entirely scalable, making them
equally as applicable to stadiums or home theaters. They
are manufacturer-independent, to the degree that the cri-
teria of the individual element speaker coverage shape are
met. These criteria will be described in the conclusion of
this chapter.
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The Minimum Variance Principles
Variation Defined
Our pursuit is a single experience for all members of
the audience. This is a spatial pursuit. Everything will
be framed in terms of the distribution of the sound over
the space. Since perfection in this regard is impossible we
need to define clear terms that will indicate how closely
we approach this unobtainable, yet ultimately desirable
goal. The term we will use is variation, or variance, which
we will define in terms that relate to our previous discus-
sions. The variation that we seek to minimize herein has
three principal components: the spatial distribution of
level, the spatial distribution of the frequency response,
and the spatial distribution and amount of frequency
response ripple. These are the major players in the game,
with other related aspects that follow on their coat tails. A 
final category, variation in sonic image placement, will be
handled in the next chapter.

• Level variance — variation in sound level. Differences in
the overall level over the space. This is evaluated as dB,
e.g. it is 6 dB down under the balcony, compared to the
24th row.

• Spectral variance — the difference in relative level over
frequency between locations, e.g. it is 6 dB down in the
8 kHz range under the balcony, compared to the flat
response in the 24th row.

• Ripple variance — differences in the extent of the sum-
mation related peaks and dips in the response. This is
characterized by the summation zones described in
Chapter 2, e.g. there is ± 1 2 dB of ripple in the mid-range
under the balcony, compared to ±3 dB in the 24th row.

There are other related categories that follow the main
definitions above. Intelligibility loss is most closely related
to the amount of ripple variance, but high-frequency roll-
off (spectral variance) and even overall level loss (level
variance) would also cause degradation. Therefore, we can
conclude that the minimum variance strategies for the prin-
cipal categories have a high probability of yielding high
intelligibility. Another related category would be dynamic

range: differences in the maximum level capability or
the noise floor over location. In order for level variance
to remain minimized while the system is in operation,
the maximum capabilities of the speaker elements must
be matched in their respective areas of coverage, e.g. the
under balcony seating area has a matched maximum level
to the main floor. To achieve this we must ensure that
the speaker models assigned to cover different areas will
have maximum capabilities that are scaled appropriately
for their range of operation. The under balcony speaker
will be a lower-power system than the mains, but it will
be capable of matching the mains in the confined range of
coverage where they meet. The scaling of speakers to their
range of coverage will be discussed in the next chapter,
and therefore we will assume that the scaling is appro-
priate for the duration of this chapter. We will also make
another assumption here: that all speakers have a flat
spectral response on-axis. Therefore, our discussions of
variation over position or frequency all originate from the
same source.

Our main focus will be on the three primary factors, leav-
ing the related factors to follow as noted. Both the causes
and effects of these mechanisms are complex and highly
interrelated, and will not easily yield their secrets. The
rewards are worth the effort, though. When our coverage
shape matches our seating area, matched in relative level
and spectral balance with minimum amounts of ripple,
we will have achieved our goal of minimum variance.

Causes and Standard Progressions of Variance
Since we will be examining variance in three categories,
we will discuss their respective sources individually. For
example, the causes of level variance are distinct from those
that cause ripple. Each form of variance has standard pro-
gressions of effect. Knowledge of these progressions will
allow us to anticipate them in our design and to identify
them in the field during optimization. Such knowledge
will also be the key to reducing variance by playing one
progression against the other so that their combined effects
offset the individual ones.
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Figure 6.1 The level variance spatial
progressions

Level Variance 
The standard level variance progressions for single speak-
ers and some representative arrays are shown in Fig. 6.1 . 

Single Speaker
Level variance is a simple matter of proximity and axial
orientation. If we move further away the level falls. There
is no cost-free way to get around the inverse square law
and the 6 dB loss of direct sound per doubling of distance.
The loss rate will decrease when the room is added to the
equation, but such summation-based changes will add
spectral and ripple variance. The overall level will also
drop as we move off-axis, but the loss rate will not be uni-
form over frequency. Off-axis response will be a combina-
tion of level and spectral variance. The primary option for
management of level variance in a single speaker is tilt.
The focus angle is adjusted to aim the speaker at the most
distant coverage point. This offsets the two level variance
factors, distance and axial. The level at distant seats will
have more of the propagation distance loss, while the

closer seats will have more of the axial loss. Tilt, in a variety
of forms, will be a key factor in variance management.

Multiple Speakers
There are three directions for extending the minimum
level variance area beyond the limits of a single speaker
element: forward, radial and lateral.

Forward extension is accomplished by adding speak-
ers in the on-axis plane of the original source. These are
delayed, of course, so that the forward radiations are syn-
chronized. The level of the forward speaker can be set to
join the mains and create a combined level that is matched
to an area between the sources, thereby temporarily stem-
ming the loss of level over distance. The decisive forces are
offsetting amounts of distance loss and summation addi-
tion. Forward extension accrues incrementally as devices
are added and is limited only by our budgets.

The second avenue is radial extension. The additional
sources are aimed to intersect at the coverage edges and
fused together to create a wider angle. The decisive forces
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are offsetting amounts of axial loss and summation addi-
tion. The upper limit of radial extension, for obvious rea-
sons, is 360 degrees.

The third direction is lateral. Uncoupled secondary
sources are added to the side of the original and a line of
equal level is created that links the sources. The equal level
line of the combined speakers is found at the distance of
the unity class crossover point, i.e. where the —6 dB points
in the coverage pattern edges meet. The decisive forces are
again offsetting amounts of axial loss and summation addi-
tion. Lateral extension accrues incrementally as devices
are added and again, is limited only by our budgets.

The three extension mechanisms can be employed sepa-
rately or in combination. Delay speakers under a rounded
balcony are an example of forward, radial and lateral exten-
sions working together, in the combination of the mains and
the uncoupled point source array. The intersection points are
found ahead of the elements, their position being a func-
tion of forward distance, lateral spacing and splay angle.

Spectral Variance 

Everything we just discussed regarding level variance
applies in this case. The difference is that we must apply it
separately for each frequency range. No problem. Just add
600 layers of complexity. No speaker holds the same cov-
erage shape over frequency so we will have our work cut
out for us. We can look at this as changes in coverage pat-
tern shape over frequency (spatial over the spectrum), or
as changes in frequency response over the coverage area
(spectral over the space). We will use the term spectral
variance, since all of our variance forms can be considered
as "over the space."

For a single speaker this value is directly related to the
speaker order. High-order speakers have the highest spec-
tral variance, since their coverage shape is the most vari-
able over frequency. They are, not coincidentally, the least
well suited for single-speaker applications.

Spectral variation for a single full-range speaker is a fixed
parameter. Equalization, level or delay will not change the
coverage pattern over frequency. Arrays, however, can be

constructed with combined coverage shapes that differ
from the individual components. A coupled point source
array comprised of high-order speakers can create a mini-
mum spectral variance combined shape by the spreading
of the isolated high frequencies and the narrowing of the
overlapping low frequencies. A very simplified example:
a pair of second-order speakers are arrayed at their unity
splay angle of 40 degrees. The high-frequency coverage is
spread to 80 degrees. The low-frequency coverage angle
for the individual speakers was far wider than the 40
degree splay angle. The resulting overlap couples at the
center and narrows the low-frequency coverage. The com-
bined shape of the array has lower spectral variance than
the individual elements.

Spectral Tilt
The example cited above allowed us to reduce the level
variance over the space. At the same time we were also
changing the spectral response. How? When the array is
constructed the high frequencies are isolated by the unity
splay angle, but the low frequencies overlap. The result is
summation addition in the lows that is not matched by a 
comparable addition in the highs. The spectral response
tilts upward in the low frequencies but is unchanged in
the highs. This is spectral tilt.

Once again we are talking about tilt. The previous dis-
cussion mentioned the role of tilt, i.e. the aiming of the
speaker, in the management of level variance. This is spa-
tial tilt, and compensates for proximity. The second form
of tilt in our systems is spectral tilt, i.e. the overall shape of
the frequency response.

For example: the difference between on- and off-axis
response of a single speaker is not simply level. In fact
only the highs have been significantly reduced by the axial
loss. The primary difference between the two locations is
the amount of spectral tilt. The difference in spectral tilt 
between the two locations is the spectral variance. Let's distill
this down one more time to make the distinction clear.

Comparing spectral tilt and spectral variation:

• Two points with matched flat responses: no spectral tilt
and no spectral variance.
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• Two points with matched HF rolloffs: spectral tilt but
no spectral variance.

• Two points with matched LF boosts: spectral tilt but no
spectral variance.

• One point has HF rolloff: (spectral tilt), the other is flat
(no tilt): spectral variance.

• One point has LF boost (spectral tilt), and one is flat (no
tilt): spectral variance.

Our goal is to minimize spectral variance, not necessarily
spectral tilt. In fact many clients prefer fairly large amounts
of spectral tilt. Our goal is to ensure that the desired tilt
is found in all areas of the listening space, i.e. minimum
spectral variance.

There are two transmission-related effects that cause
spectral tilt: axial loss and air loss. As we move off-center
we engage the axial filters and the high-frequency range
begins its descent. A secondary high-frequency filtering
effect is in the transmission air loss. The result is that
even the on-axis response cannot remain flat over distance.
In contrast to the spectral variance of a single speaker,

spectral tilt is not a fixed entity. It can be modified with
equalization.

There are also two summation-related effects that cause
this spectral tilt: reflections and the previously mentioned
combination with other speakers. When we add the room
reflections to the equation we bring in summation effects
which will decrease the loss rate over distance at some
frequencies, principally the lows. Once again we will see
spectral tilt in favor of the lows.

Some representative samples of summation-based
mechanisms are shown in Fig. 6.2, where trend lines of the
spectral tilting effects are compared. There is a consistent
trend in the progressions in favor of more low-frequency
content over the highs. It is this common trait that will be
exploited to create a consistent spectral tilt. Since all of the
progressions lead to tilting, the spectral variance is reduced
by matching the tilts rather than by futile efforts to stop the
progression. In the end the tilt can be leveled by equalization
to the extent desired. A frequency response does not need
to be flat to be considered a minimum spectral variance.

Figure 6.2 Summation-related spectral
variance progressions
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The decisive factor is consistency. Responses that are tilted
in a similar manner are just as matched as flat ones.

Introducing "Pink Shift"
In the early days of acoustics much of the research was
done by scientists who shared interests in astronomy. We
will divert for a moment to utilize an astronomical con-
cept as an analogous feature in our variance discussion.
The concept is "red shift," which is used by astronomers
to measure the distance between remote objects in the uni-
verse. The red shift is a measure of the spectral change
due to the Doppler effect, which changes the perceived
frequency of light between moving sources. The distance
to the object is proportional to the amount of red shift. Our
tie-in to acoustics is not related to the acoustical version
of the Doppler effect, as we will not be covering the chal-
lenges of doing concerts in which the speakers are mounted
on moving trains. The concept is linked to perceptions
of distance to the sound source. We are all familiar with
white and "pink" noise. Pink noise is filtered white noise

(equal energy per frequency) with a steady 3 dB reduction
per octave. This creates equal energy per octave, and bal-
ances the noise spectrum for our logarithmic hearing. The
frequency response tilting related to air transmission loss
and the frequency response progressions just described
could be viewed as "pink shift" added to the response. As
the spectral tilt increases the "pink shift" rises. In natural
acoustic transmission this pink shift is directly related to
sonic source distance. The farther we are from a source
the greater the degree of tilting due to HF air loss and LF
summation in the room. Our internal sonar system esti-
mates source distance by factoring in our expectations of
"pink shift." One of the ways the ear detects the presence
of loudspeakers is by false perspective (discussed previ-
ously in Chapter 3) which occurs when we extend the HF
response to such an extent that the sonic perspective is
too close to be credible. The "pink shift" does not match
our visual expectations. Another false perspective occurs
when we are close to an off-axis speaker. The situation is
reversed, with the pink shift being greater than we would
expect from a close source.

Figure 6.3 Spectral variance spatial
progressions
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try to avoid over-equalization 
as much as possible during the 
process of dealing with the MF 
and LF ranges. Meanwhile, could 
a gentle downward curve of 
frequency (amplitude response) be 
a recommendable measure to take? 
The issue of downward curve has 
some uncertain factors, though. 
The degree of this curve depends 
on the distance among SP system 
and measurement microphones, 
how the extent of the area to cover 
stands (including reverberation, 
shape of a venue and the setting 
conditions of the speaker system) 
and so on. 

Akira Masu 

Summation effects are also a prime source of pink shift
in the system. Speaker/speaker summation almost always
shifts the response toward pink because low frequencies
have more overlap than highs. Speaker/room summation
will also move things in this direction because absorption
is usually more effective as frequency rises.

The convenience of expressing the spectral tilt in this
way is that we now have a term for the same response
shape regardless of whether it resulted from LF summa-
tion, HF loss or both. The major trends in the distribution
of pink shift over the space are shown in Fig. 6.3. As in the
level variance scenario we can expand upon the area cov-
ered by a single speaker with forward, radial and lateral
extensions.

Ripple Variance 

The sources of frequency response ripple were explored in
depth in Chapter 2. The summation zones are the markers
on our ripple variance map. The standard ripple variance
progression is shown in Fig. 6.4. The cycle is extendible
and repeatable for multiple elements but follows a familiar
pattern. The center point in the progression is the phase-
aligned spatial crossover point. This is the point of lowest

variance in the progression, and yet it is the center of the
area of the highest rate of change in ripple variance. The
coupling point is analogous to the point of lowest wind
speed in a hurricane: the eye of the storm. The area just
outside the eye, however, contains the highest variations
in wind speed. That is the nature of this spatial crossover
area, and we hope to calm the storm outside of this area by
isolating the systems as quickly as possible.

The ripple variance progression can be found in all
forms of speaker arrays. Any two speakers in a room will
eventually meet somewhere, at least in the low frequen-
cies, regardless of their spacing, relative level or angular
orientation. Our focus is on full-range spatial crossover
transitions so we will limit our discussion to those that
fall within the coverage edges of the elements. The tran-
sitional points will fall in different areas for each array
configuration and therein we find the key to managing
ripple variance. Some array configurations confine the
variance to a small percentage of their coverage. Others
fall into the combing zone and never climb out again.

The primary indicators are source displacement and
overlap. The least variance occurs when both of these
are low. The highest variance occurs when they are
both high.

Figure 6.4 The ripple variance progression

Perspectives: When we 
tune a sound system, 
perhaps we should 



241

The ripple variance progression:

• Frequency response ripple: as the spatial crossover is
approached, the ripple variance increases. As overlap
increases the ripple variance increases.

• From the spatial crossover point: coupling zone to
combing zone to combining zone to isolation zone.

• From the isolation zone: to coverage edge, or to com-
bining to combing to coupling to the next crossover
point.

This cycle repeats for each speaker transition until the cov-
erage edge is reached. Each location where a spatial cross-
over is found will need to be phase-aligned. Phase-aligned
spatial crossovers cannot eliminate ripple variance over
the space. They are simply the best means to contain it.

The progression rate is not equal over frequency. The
first to enter (and the first to leave) each of the zonal pro-
gressions are the high frequencies. The finalists in both
cases are the lows. It is possible, and quite common, to run
the high frequencies from the spatial crossover to isola-
tion before the lows have ever left the coupling zone. The

coupled point source array is the classic example of this.
Therefore, our roadmap for the variance progression will
need to factor in frequency, as the transitional milestones
are not evenly spaced.

Ripple Variance Geometry
The concept of triangulation as a means to visualize sum-
mation over the space was introduced in Chapter 2. Since
ripple summation is one of the primary forms of variance,
this concept will be reintroduced and applied directly to
visualizing variance trends. Refer to Fig. 6.5. The four tri-
angle types give strong indication of the spatial behavior of
ripple variance. The isosceles triangle, the representative
of the summation coupling zone, is the only path that can
obtain zero ripple variance. Forward movement along the
isosceles triangle center will be time-coincident and there-
fore free of ripple. This happy scenario is also an inescap-
able trap. Any position off the center line plunges us into
the regions of highest variance, since we fall out of time
but lack isolation. This is the summation combing zone
and is represented by the right and acute triangles. The

Figure 6.5 Ripple variance spatial reference
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acute triangle area is enclosed in the isosceles perimeter
and has the highest variant rate possible with changes in
orientation (distance or angle) to the sources. The right
triangle area is found outside the isosceles perimeter but
will exhibit variance with changes in distance from the
sources.

The final triangle type, the obtuse, is our representative
of combining zone and isolation zone summation. The
obtuse triangle opens the door to minimum variance. We
will still have to walk through it by providing angular iso-
lation between the elements so that on-axis orientation to
one element corresponds to off-axis orientation of others.
The obtuse angle direction is not free from variance but
does have the best prospects for the minimum variance
over an extended area.

Minimum Variance vs. Maximum SPL
The introduction for this chapter set the stage for discus-
sion of the compromise between minimum variance and
maximum SPL capability. The SPL side of the equation is a 
simple one to represent, especially compared to the enor-
mous complexity of the variance factors.

In order to increase the SPL capability beyond that of a 
single free-field speaker, we will need to harness the power
of summation: speaker/speaker and/or speaker/room. Both
of these forms create similar effects. For the moment we
will focus on speaker/speaker summation in the direct
field, working under the assumption that we will not
expect room reflections to remedy flaws in our design
strategies. As overlap between speaker elements increases
the combined maximum SPL capability rises. If we want
massive power we need powerful speakers and lots of
overlap. Maximum amounts of overlap (100 per cent) will
yield maximum amounts of increased power capability
( +6 dB) but with this comes the maximum risk of ripple
variance. Minimizing overlap reduces the risk, but also
reduces the possibility of addition.

The power capability of the individual elements will not
affect ripple variance directly, i.e. a speaker that can reach
140 dB SPL peak does not inherently have more (or less)

ripple than one with 6 dB less power capability. Assuming
a properly scaled system (a subject which will be covered
in the next chapter) we can continue without concern
about this at the moment.

If we are going to gamble with overlap we will need to
know how much ripple variance we are risking in exchange
for the potential power gain. The reader is advised that for
brevity this chapter will not be providing ongoing com-
mentary about the amount of power that is gained each
time overlap occurs. When we see overlap we will know
that power is gained, and we will see the price. When we
see isolation we will know that power is neither gained
nor lost.

With that said we are now ready to move forward to the
details of searching for minimum variance.

The Speaker/Room Link:
Aspect Ratio
Rooms come in shapes. Speaker coverage comes in shapes.
How can we relate them? This is not a simple matter. Room
shapes have unlimited variety, but are constant over fre-
quency. Speaker coverage shapes have limited variety but
are highly variable over frequency.

Our goal is to fill the room shape with an even coverage
shape over frequency. There are two ways to do this: use a 
single speaker with constant coverage over frequency that
matches the room shape, or build an array of speakers that
combines to create constant coverage over frequency in
the given shape. In either case the single speaker is the
building block and we will begin from there.

In the first chapter we discussed the various methods
to determine the coverage pattern. It is now time to apply
this to a method for selecting the appropriate speaker and
orientation to create a minimum variance response.

Protractors and Pizza
The standard method of determining coverage pattern and
aim points of a single speaker is the "protractor method,"
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Figure 6.6 The relationship of different coverage pattern
renderings and minimum level variance. (1) Coverage angle
determination by the protractor method for a 90 degree speaker.
The on axis point is found at a given distance and an arc traced
until the level has dropped by 6dB. The coverage angle is the
angle between the two edges. Doubling distance loss shown as the
dark shaded area extends the coverage outward. The relationship
between the on- and off-axis points is maintained but all points
drop by 6 dB. The arc line traces the line of maximum acceptable
variance. The "coverage bow" is also shown here. Double distance
on-axis is equal in level to single distance off-axis. A line between
these two points would trace the line of minimum level variance.
(2) The equal level contour shows the lines of zero variance. The
aspect ratio is shown as a rectangle with a length vs. width ratio of
1.4 (90 degree coverage angle). (3) Protractor and coverage bow
renderings of a 45 degree speaker. (4) Equal level contours and
aspect ratio for a 45 degree speaker

which traces an equidistant arc from the on-axis point
until it reaches the -6 dB point. The coverage pattern
shape comes out like a slice of pizza. This method, like its
analogous food, is fine if we need something quick, but we
should not make a steady diet of it.

The protractor method determines the coverage angle
as shown in Fig. 6.6. If we add the workings of the inverse
square law into the situation we can see that the shape
continues outward. The doubling distance loss effects are
shown as the darker shade in the figure.

The primary limitations of the protractor method are:

• lack of representation of equal level (minimum level
variance) contours

• inaccurate when audience shape is not equidistant over
the arc, i.e. asymmetrical

• lack of detail as to rolloff rate between O dB and —6 dB
• lack of representation of relative level between array

components.

Maximum Acceptable Variance
Our goal of minimum variance will be made easier if our
speaker coverage representation correlates to this param-
eter. The pizza slice is not the minimum variance shape of
an individual speaker. The area enclosed by the protractor
arc shows the range of maximum acceptable variance, i.e.
+ 0 to -6 dB. This is the worst acceptable case, rather than
the best possible case. The protractor method leaves us in
the dark about the pattern shape that could have created
minimum variance. If we design a system with coverage
shapes made from the equidistant protractor arc we are
conceding 6 dB of level variance before the game has even
begun.

Asymmetric Coverage Considerations
An on-axis point and two equidistant off-axis points gives
us three meaningfully related data points. When such a 
shape is presented for coverage, it can be described as a 
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symmetrical coverage shape. This is often applicable for
horizontal coverage shapes where the audience is spread
evenly over an arc, square or rectangle. Vertical coverage,
by contrast, is almost always asymmetrical, i.e. the on- and
off-axis areas are not spread evenly from center. Wildly
inaccurate vertical shapes and aim angles result from con-
clusions made when the inherently symmetrical protrac-
tor method is used on asymmetrical coverage shapes. For
a single speaker, minimum level variance results from the
offsetting of distance loss and axial loss. Moving closer
to a source while simultaneously moving off-axis creates
a stalemate of gain vs. loss. We must be able to see these
two factors at play. Failure to account for this is a common
design error encountered in the field.

The Coverage Bow Method
The protractor and equal contour methods are related in
a shape which I have termed the "coverage bow," named
for its resemblance to a bow and arrow. The speaker is
located where the hand grips the string. The bow is our
familiar protractor arc. The tip of the arrow represents a 
distant on-axis point, precisely twice as far as the bow.
We will call this —6 dB due to the doubling distance loss.
The hand that grips the bow is the on-axis reference. This
would be O dB. The tips of the bow represent the off-axis
level, at the standard distance point. These positions are
6 dB down, the product of axial loss. If we draw a curve
between the arrow tip (—6 dB) and the bow tips ( —6 dB)
we have traced the shape of minimum level variance. The
coverage bow is scalable. Each time the size is doubled the
level drops 6 dB, but the proportions remain. As the cover-
age narrows the length of the arrow increases and the ten-
sion on the bow bends the arms back, reducing the width.
This is an apt analogy since increased tension extends
the range of the bow, making it a "long throw system."
Increased directionality in our speaker will have the same
effect.

The coverage bow links the locations most closely related
to level and spectral variance: far on-axis and near off-
axis. As we walk along the contour line between these two
points we will be matched in both level and frequency

response. Obviously this is where we want our audi-
ence to be.

The coverage bow is limited in that the line between
our known points is an interpolated estimate rather than
being based on more precise data: actual measurements
along the arc. The bow can be combined with the equal
level contours, giving us both an angular and equilevel
rendering of the response over the space.

The coverage bow method is superior to the protractor
for analyzing the coverage requirements for asymmetri-
cal areas since it factors in the relationship of distance and
axial losses. The equal level contours take the process fur-
ther. Both are shown in Fig. 6.7 where they are applied to an
asymmetrical coverage area. The coverage bow and equal
level contours trace along the desired coverage shape, and
take into account the relative distance. The result is mini-
mum level variance across the listening area.

The Forward Aspect Ratio
Once we have obtained the equal level contours we can
simplify the characterization of the coverage pattern of a 
speaker into its proportions of length and width. This is
termed the aspect ratio, an expression that is commonly
used by architects to characterize the shape of a room.
Since the choice of optimal speaker coverage pattern is
related to the shape of the room, the aspect ratio is a logi-
cal choice for this application. The aspect ratio is found by
creating a rectangle that encloses four points: the speaker,
the on-axis point at a given distance and the off-axis point
at half that distance. The aspect ratio indicates the dimen-
sional outlines of the shape of the minimum variance area
for a given speaker.

For our purposes we consider speakers to be projecting
forward, therefore, we will focus on the area in front of the
speaker, reworking our term into the forward aspect ratio
(FAR). This is defined as a single level contour's length
from the speaker forward compared to its width. The street
term for this is "throw." Long throw speakers get to the back
of the hall, while short throw speakers play to the front.
How is this quantified? Where is the break point? How far
does a speaker throw anyway? Infinity actually, unless
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Figure 6.7 The relationship of different coverage pattern
renderings and minimum level variance in asymmetric applications.
The listening area (gray line) is found approaching the off-axis
edge of the speaker. The protractor method (lower panels) would
advise us to steer the speaker downward and reduce the coverage
angle. Note the level variance of more that 10dB. The minimum
variance method (upper panels) uses asymmetrical aiming (spatial
tilt) to compensate for the speaker's asymmetrical orientation to the
listening area. The level variance is less than 3dB in the minimum
variance scenario. Note also that the spectral variance will be high
in the lower scenario. The center seats are both near and on-axis
whereas the most distant seats are also the most off-axis. The
upper seats will be severely pink-shifted as compared to the on-axis
area. In the minimum variance scenario (upper) the speaker/room
summation will pink-shift the far on-axis response in a manner
similar to the near off-axis response. This is a representative
example of trading variance for level. The down-tilted scenario will
be more powerful, yet will have higher spectral variance

Figure 6.8 The relationship of coverage angle and aspect ratio for typical values
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something stops it or it runs out of air. Aspect ratio gives
us a scalable shape that we can work with for design and
comparison.

A speaker with a 180 degree coverage angle has a FAR
of 1. It sends as much energy to the sides as to the front.
Its equal contour pattern is a square. A 10 degree speaker
has a FAR of 12, with an equal contour pattern that is an
extremely narrow rectangle. The FAR will help us put a 
square peg in a square hole and a rectangular peg in a rect-
angular hole when we design our systems.

The Proximity Ratio
For those applications where every seat is equidistant
from our sources, obtaining equal level is a simple task of
point and shoot. All others will need an alternate strategy.
That strategy plays proximity in one plane against the
other, resulting in offsetting level effects. A simple exam-
ple is the flying center cluster. As we approach the cluster
horizontally we move away from it vertically. The result
is offsetting level effects that help us maintain a constant
level. The horizontal coverage would not change if we
were to set the cluster down on the stage floor. Our verti-
cal orientation becomes flattened, and no longer provides
an offsetting effect. The level variation would be the stan-
dard inverse square law drop-off from front to back. These
different approaches illustrate the proximity ratio, the dif-
ference between the closest and farthest seats in the cover-
age of the speaker(s). If all seats are equidistant in a plane,
the proximity ratio is 1. As the number climbs in one plane
it must be offset in the other. This has practical limits and
there are other considerations such as sonic image. In the
end, whatever proximity difference remains creates an
asymmetry level requirement for which our source must
compensate. This can be achieved in at least one of two
ways: the speaker coverage pattern must be oriented to
compensate for the asymmetry, or multiple speakers must
be employed to create an asymmetrical coverage shape in
proportion to the listeners.

The proximity ratio can be expressed as a number or in
dB (20hX log of the ratio); e.g. a ratio of 2 signifies that there

is 6 dB of asymmetry that will need to be compensated for
zero level variance.

The proximity ratio has implications regarding the con-
trol of spectral variance. While it is easy to design speakers
and arrays with sufficient directional control to com-
pensate the HF range levels for high ratios, this task is
difficult to maintain in the low frequencies. This can result
in large-scale spectral variance due to excess pink shift in
the nearby areas.

The question remains how best to determine the need
for supplemental fill in the gap coverage areas close to
the speaker source. The answer depends upon whether or
not we have listeners in those areas. If the listening area
extends deep into the near corners of our aspect ratio rect-
angle, the response will be beyond our pink shift limits.
Fresh on-axis sound from fill speakers will be required to
reverse the pink shift.

The proximity ratio will help us to determine when to
call for sound reinforcements (pun intended) in the form
of downfill, sidefill, infill, etc. If the proximity ratio is 1 it is
obvious that we would not need supplementary speakers.
With a proximity ratio of 2 (6 dB) we can expect to offset
that doubling of distance with 6 dB of axial loss in the near
areas, as we have seen with the coverage bow. The pink
shift from the axial loss in the near off-axis area may be
comparable to that found from HF air loss and room
reflections in the distant area. But this parity has its limits. A 
proximity ratio of 4 will require 12 dB of pink shift compen-
sation between the two locations in order to minimize the
spectral variance. This will require very strong directional
control over an extended frequency range, a considerable
challenge for an array, and virtually impossible for a single
speaker. As the proximity ratio rises the speaker system
must respond with increased directional control over the
full bandwidth in order to minimize spectral variance.

Proximity ratio is a measure of the asymmetry of the cov-
erage shape. The solution to the spectral variance created
by a high proximity ratio is asymmetry in our speaker sys-
tem. We will need to add array elements at lower levels to
bring on-axis sound into the near areas. The on-axis infu-
sion adds a mix of non-pink-shifted signal into the near
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coverage, and stems the tide of combined pink shift there.
This addition raises the HF range in the local area, with mini-
mal local LF effects and with negligible effects in the distant
seats. The net result is a reduction in spectral variance.

Coverage areas with proximity ratios of 2 or greater
can benefit from the addition of a fill subsystem. The
auxiliary system is "layered" in under the main speaker.
Each succeeding integer change in the proximity ratio is
indicative of the potential benefit of adding another layer.
This is another round in the ongoing battle to fight asym-
metry (in throw distance) with asymmetry (in coverage
shape).

Minimum Level Variance
The most basic shape of minimum level variance can
be seen in the aspect ratio rectangle. The relationship is
shown in Fig. 6.9. As the coverage angle narrows, the
rectangle elongates. Provided that the orientation of the

speaker is symmetrical to the rectangle, the aspect ratio,
and hence the coverage angle, is the same. The minimum
variance area can be found as a solid shape and as a line.
The solid shape is the standard for symmetric applications
such as is often found in the horizontal plane. The optimal
area for minimum level variance is the back half of the
rectangle, the entirety of which does not endure changes
exceeding a 6dB range. The front half of the rectangle is
highly variable, containing areas of high levels on-axis
and extreme low levels in the front corners. In practical
terms these areas are avoided by offsetting our orientation
in the opposing plane, i.e. the speaker is lifted vertically
so that no one is seated with their face plastered on to the
cabinet front. (If this is unclear I suggest a review of the
section on 2-D to 3-D conversion in Chapter 5.)

The line of minimum level variance is most representa-
tive for asymmetric applications, such as typical vertical
coverage, and extends from the on-axis rear to the off-axis
mid-point. Minimum variance in our 3-D world will occur

Figure 6.9 Various examples of the relationship of the
equal level contours, coverage bow and aspect ratio
rectangles



248

Figure 6.10 The rectangular shape of the aspect ratio
compared to other front/back and left/right symmetrical
shapes

when we have the line of minimum variance covering the
vertical plane at the same time as the solid shape of mini-
mum variance covers the horizontal plane.

Single Speakers

Fully Symmetric Shapes 
Since not all listening spaces are rectangles it is neces-
sary to consider other basic shapes as shown in Fig. 6.10.
Here we see various left/right (top and bottom for vertical
applications) and front/back symmetrical shapes and can
evaluate the effects of the details on our coverage angle
decisions. In each case the lengths and widths at the mid-
points are the same, which renders them equivalent in
aspect ratio to the rectangle. The coverage angle to achieve
minimum level variance remains constant, although the
amount of overflow and underflow changes for each
shape. The shape with the highest amount of overflow is
the diamond, but this is also the shape where the coverage
angle presented by the shape is exactly equal to that of

speaker! It can also be seen that there is a tracking rela-
tionship of these shapes to the square (top row) and the
rectangle (bottom row), a trend that continues with longer
aspect ratios.

Front/Back Asymmetric Shapes 
There are also shapes that are left/right (top and bottom for
vertical applications) symmetrical but asymmetrical from
front to back. Three of these shapes are shown in Fig. 6.11
in both orientations. In all cases we maintain a constant
on-axis length, but the mid-point width changes for each
shape. The decisive factor in determining aspect ratio is
on-axis length by mid-point width, and therefore the cov-
erage angle changes in this case. The details of the shape
determine the amount of overflow and underflow, which
is proportional to the ratio of length and mid-point width.
The aspect ratio is the same whether the shape is wider
in the far field or reversed. The overflow areas are also
symmetrically opposite but an important point must be
made here: the differences in axial orientation and source



249

Figure 6.11 The rectangular shape of the aspect
ratio compared to other shapes that are front/back
asymmetrical and left/right symmetrical

proximity means that these areas will have far different
responses. An underflow (or overflow) area at the top of
these shapes is still within the coverage angle and most
likely only a few dB different in level from the on-axis
response. The symmetrical opposite at the bottom is off-
axis and has rapid doubling distance loss. Therefore there
is no single speaker solution for this type of coverage
shape. The wide bottom, narrow top configuration will
require a main system (as shown) and two sidefill systems
to fill in the remaining shapes.

Left/Right and Front/Back Asymmetry 

Another form of asymmetry arises when the shape is ori-
ented differently to the left and right (top and bottom for
vertical applications) of the speaker. This occurs when an
off-center origination point for the source is aimed into a 
symmetric shape or with a center origination into an asym-
metric shape. These scenarios are shown in Fig. 6.12. The
key to maintaining minimum level variance is to match
symmetry with symmetry, or to compensate asymmetry

with a complementary asymmetry. The speaker placed in
the corner of a rectangle must be aimed at the opposite
corner to maintain symmetric balance. A speaker placed
in the corner of a rhombus is also aimed at the opposite
corner. In this case we have asymmetric coverage meeting
asymmetric orientation. The left and right sides will not be
matched but the rear areas will. A speaker that is placed in
the corner on the side of a rhombus (an asymmetric left/
right presentation to the speaker) cannot achieve mini-
mum variance. If the speaker is asymmetrically oriented it
will be unmatched on the sides. If it is oriented symmetri-
cally the coverage along the rear will vary in level.

The Maximum Acceptable Variance Method 

An alternate to coverage angle determination is the maxi-
mum acceptable variance method, which seeks to find the
coverage angle where the —6 dB points fall on the listening
area edge. The degree of contrast this method has to the
minimum variance method depends upon the coverage
area shape. The difference between the two methods can
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Figure 6.12 Evaluation of the aspect ratio for shapes
and orientations that are front/back and side/side
asymmetrical

3

vary from a difference of 2:1 to none at all. The decisive
factor is the choice of the width. The maximum accept-
able variance method would use the end-point width as
the reference point in contrast to the mid-point width
used by the minimum variance method. In the rectangle
this change reduces the coverage angle by half as shown
in Fig. 6.13. The result of this angular reduction is that the
mid-point side areas are now —6 dB from the far on-axis
response. This contrasts to the O dB difference of the mini-
mum variance method. This disadvantage is countered
by the reduced level of reflections if the side edge of the
shape happens to be a surface. As a result we will keep
both methods in mind, knowing that they represent the
maximum and minimum coverage angles suitable for the
job. The minimum variance is the preferred method but
will need to give way in cases where the ripple variance
caused by reflections would be worse than the level vari-
ance caused by the angular reduction. Also note that the
maximum acceptable variance method increases the size
of our near side underlap areas. These areas will need sup-
plemental coverage.

In the horizontal world of speaker coverage we seek to
fill open containers with a field of sound. These were rep-
resented by the open shapes shown in the previous figures.
In the vertical world we lay a line of sound atop a solid
surface. The result is that the vertical coverage is inher-
ently asymmetrical and, with rare exception, we will be
using little more than half of the speaker's coverage pat-
tern. Nevertheless the aspect ratio is still the key param-
eter for evaluating coverage. However, we will modify
our approach to accommodate the key geometric repre-
sentative of the vertical plane: the right triangle. The tri-
angle is the essential shape for vertical coverage because it
best serves our second most important sensory organ: our
eyes. The audience area is seated along the hypotenuse to
allow viewing of the performance, providing a triangu-
lar shape to the speaker's perspective. For those applica-
tions where performances are viewed from flat fields we
must bear in mind that the speakers are lifted high enough
above the audience so that the same perspective is created.
Readers wishing to replicate the flat field are advised to tilt
this book to the right until the desired effect is achieved.

Perspectives:
1. Point the speakers at 

the audience. Firing at 
walls does not help. 

2. Try to get all frequencies at 
the same level and time to all 
members of the audience. 

3. Listen — but not only to 
the loudspeakers. It's the 
performance which counts. 

4. Less is more. Especially if half 
of it is out of phase. 

5. Don't say "flat" in front of 
producers and band managers. 

Thomas Züllich
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V a r i a t i o n

Figure 6,13 The maximum acceptable variance
method results in a speaker coverage that is 50 per
cent of the minimum variance method

Figure 6.14 Minimum level variance shapes for a 
single speaker with an asymmetric line of coverage
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O u r concern w h e n laying d o w n l ines of coverage i s shap-
ing the m i n i m u m var iance levels a t the point of impac t
on the surface (the hypotenuse) . T h e length of the aspect
ratio is found by or ient ing the speaker toward the farthest
point (as we have done previously) . The wid th i s found by
the s a m e m e t h o d as before: a l ine is d r awn from the mid-
length point to the bo t t om of the coverage , and ex tended
symmetr ica l ly above . There are three p r imary var iables a t
p lay here and we wi l l once again do our bes t to v iew t h e m
in isolat ion. T h e first are length and wid th as s h o w n in
Fig. 6.14. As we m o v e further from the shape the aspect
rat io rises for a g iven height . Not ice that ne i ther the s lope
angle nor the depth of its or igin are decis ive . The length to
the last seat and the height difference b e t w e e n the top and
bo t tom seats f rame the aspect ratio. This does no t m e a n
that i t m a k e s no difference whe the r the audience extends
the full or part ial length of the coverage . As the audience
area fills in the near area, the s ingle speaker solut ion no
longer appl ies and the need for supplementa l downfil l

speakers arises. The coverage shape of the ma in speaker
is, however , unchanged .

Orientation to the Shape 

T h e third factor is the angular or ientat ion b e t w e e n the
source and surface. The coverage angle required for a g iven
shape at a g iven dis tance wil l change its aspect ratio as
the or ientat ion angle moves . A representat ive scenario
is found in Fig. 6.15 in wh ich the coverage angles range
from 32 to 180 degrees to a c c o m m o d a t e the different ori-
entat ions . In m o s t cases the aspect rat io is found by draw-
ing a b o x that includes the on-axis point (center of the
length) at the farthest seat and the nearest seat be ing the
rectangle outer edge . There is one notable excep t ion at
the upper right. In this case the speaker angle is equa l to
the hypo tenuse angle , and therefore presents a symmet r i -
cal flat surface. Here , the a i m point should logical ly be the
center.

Figure 6.15 Minimum level variance shapes for a single
speaker with an asymmetric line of coverage
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Coupled Speaker Arrays
It i s n o w t ime to see h o w these pr inciples app ly to speaker
arrays. W h a t fo l lows is a series of scenar ios for var ious
arrays. E a c h conta ins un ique character is t ics and serves to
il lustrate one or m o r e of the m e c h a n i s m s a t work . In m o s t
cases there are render ings of bo th the individual aspect
rat io icons and acoust ical predict ion, in order to i l lus-
trate the different contr ibut ions to the c o m b i n e d effect.
T h e uppe r por t ions of the figures s h o w aspect ratio icons
placed on top of each other to m a k e a c o m b i n e d shape .
T h e lower panels s h o w the acoust ic predic t ion of the s a m e
speaker at a m a t c h e d scale.

Coupled Line Source 
We wil l beg in our compar i sons as usual wi th the coup led
line source array as s h o w n in Fig. 6.16. T h e two scenar ios
chosen to represent this are arrays compr i sed of third- and
second-order e lements . T h e third-order sys t em (left panel)
w a s chosen because such sys tems are wide ly in use. T h e
second-order sys tem is s h o w n for compar i son purposes
because mos t of the other array scenar ios in this series wi l l
use that mode l . We beg in wi th the third-order sys tem. T h e
difference b e t w e e n the c o m b i n e d aspect ratio icons and

the individual c o m p o n e n t par ts is seen as a s t retching of
the rounded front of the on-axis area into a flat l ine. The
coverage angle appears s t re tched by the l ine length (or
height) bu t no change in angle is indicated. The s tretching
creates a l ine of m i n i m u m var iance that is approximate ly
as long as the array length (or height) . I f we were to dou-
b le the line length, the coverage l ine w o u l d also double .
This l ine can not be quantif ied as a coverage angle , bu t
rather a coverage length. This is a chal lenging concep t for
audio engineers as we are accus tomed to v isual iz ing cov-
erage in angular terms. A look at the aspect ratio render-
ing shows the vert ical l ine of m i n i m u m var iance m o v i n g
steadily a w a y from the speakers and never changing its
height . M e a n w h i l e the rounded outs ide edges that m a r k
the coverage angle cont inue to expand ou tward in scale
wi th the doubl ing dis tance. In the predic t ion pane l b e l o w
we see that the vert ical l ine of m i n i m u m var iance appears
bu t the rounded coverage angle edges do not . This array
has no coverage angle as shown, and wil l no t deve lop one
until i t has r eached far enough w a y to have found the top
of our old friend, the paral lel py ramid (Chapter 2) . At the
point where it gains a coverage angle it wil l lose its fixed
wid th m i n i m u m var iance l ine. At this point we can see
that our aspect ratio c o m b i ne d render ing tells only par t of
the story. We wil l get to the rest of the story shortly.
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Figure 6.16 Minimum level variance shapes for the
symmetric coupled line source array. Left  16-element
third-order speaker array with 0 degree splay angle
and constant level. Right  a four-element second-order
speaker array with 0 degree splay angle and constant
level

The next i t em wor th not ing is the effect of the coupl ing on
the angled m i n i m u m var iance l ine found on the unders ide
of the array. The upward angle seen in the icons has a lmost
leveled off in the c o m b i n e d predict ion. Th is is another
chal lenging concept , a l ine of m i n i m u m var iance that
appears tangential to the array orientat ion. The hopes for
m i n i m u m var iance in a tangent ia l array rest on its abil-
i ty to ove rcome three ex t reme chal lenges: to find an audi-
ence wi th a tangent ia l or ientat ion or to main ta in the s a m e
coverage wid th over frequency. The ev idence presen ted as
we m o v e through this sect ion sugges ts that this i s no t fea-
sible, bar r ing acoust ic t ransmiss ion technologies b e y o n d
the scope o f my unders tanding. W h e n we invest igate the
pursui t of m i n i m u m spectral var iance , the vulnerabi l i ty of
this approach should b e c o m e clear.

The second-order sys tem shows a h igher correla t ion in
one regard to the individual response in that the overal l
shape of the coverage angle is ma tched . This is due to the
fact that coupl ing zone summat ion does no t occur because
of the large wave leng th d isplacement . T h e ar ray does no t

focus the h igh frequencies into a concent ra ted b e a m as did
the third-order sys tem. Ins tead the pat terns pass through
each other, creat ing a scat tered appearance . The result is
h igh r ipple var iance ( combing zone summat ion) in the
c o m b i n e d response wh i c h is not represented in the aspect
ratio icons. The excess ive r ipple var iance renders our search
for m i n i m u m level var iance here academic . In the top pan-
els the aspect ratio icons failed to incorpora te the b e a m
behavior of the over lapped speakers . In the lower pane ls
the icons failed to account for the c o m b i n g behav io r of the
over lapped speakers . These icons have their l imits . Let ' s
try another approach.

Ins tead of s tacking the aspect ratio icons s ide by side
(like the speakers) let 's try s tacking t h e m end to end (like
the speaker pat terns) . The c o m b i n e d shape of a fully cou-
pled line source can be v isual ized as a forward extens ion
by m e a n s of s imple addi t ions of the aspect ratio shapes .
This relat ionship is s h o w n in Fig. 6.17 w h e r e success ive
doubl ings s h o w the forward extension. A single e lement
provides the base aspect ratio shape . Each t ime a speaker
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Figure 6.17 The effects of quantity on the combined
aspect ratio for the symmetric fully coupled line source
array. The elements are stacked along the width. In
this example each element has a 180 degree pattern.
Successive quantity doublings cause successive
doublings in the ratio of length to width. The combined
aspect ratio matches the shape of the individual
element aspect ratios placed in a forward line. Is this a 
coincidence?

is added to the coupled l ine source the c o m b i n e d pat tern
is na r rowed by the pat tern over lap. T h e individual shape
of each addi t ional array e lement is added in front of the
previous one, thereby creating a c o m b i n e d aspect rat io
wh ich is, in length, a s imple mul t ip le of the original e le-
ment . Each t ime the quant i ty of e lements is doubled the
F A R doubles , and the on-axis p o w e r capabil i ty adds 6 dB .
In each case three render ings are seen, the individual ele-
men t b locked as they are s tacked forward, the c o m b i n e d
AR icon and an acoust ic predic t ion of the given quant i ty
of e lements .

Note : This effect wi l l no t occur unti l the array is fully cou-
pled; i.e. the individual pat terns of all e lements have over-
lapped. R e m e m b e r that coup led arrays are wi th in part ial
wave leng ths of each other, and uncoup led arrays are mul -
tiple wave leng ths apart. The wave leng th d i sp lacements
mus t be smal l enough for the b e a m s to concentra te .

T h e c o m b i n e d shape of the uncoup led l ine source can
be seen as a lateral ex tens ion by m e a n s of s imple stack-
ing of the aspect ratio shapes . The c o m b i n e d aspect rat io

b e c o m e s wide r whi le no t b e c o m i n g longer and therefore
lower in number . The c o m b i n e d F A R is found by divid-
ing the single e lement F A R by the n u m b e r of e lements .
A single 360 e lement provides the base aspect ratio shape
for our example scenar ios found in Fig. 6.18. Its FAR va lue
is 0.5, the lowes t poss ib le for a single e lement . Four sequen-
tial e l ement quant i ty doubl ings fol low from left to r ight that
each add up to approximate ly the same c o m b i n e d FAR.
In each case the coverage angle and spac ing are reduced
proport ional ly as the quant i ty increases , thereby preserv-
ing the c o m b i n e d shape.

At the 50 per cent point o f the coverage length we can
find a line of m i n i m u m var iance wh ich connects from the
on-axis point of each e lement though the spatial c rossover
of the adjoining e lements . This l ine extends to the on-
axis points of the ou te rmos t e lements and then falls off
to the point of m a x i m u m acceptable var iance , —6 dB. The
uncoup led array cannot be charac ter ized as hav ing a com-
b ined coverage angle , bu t rather a defined spatial shape.
Our combined coverage fills the s ame shape as the single

255
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Figure 6.18 Minimum level variance shapes for the
symmetric uncoupled line source array. The combined
aspect ratio of an uncoupled line source matches the
shape of the individual element aspect ratios placed
in a lateral line. Note the contrast to the coupled line
source shown in Fig. 6.17

3 6 0 degree speaker, and fills in greater amoun t s of the rect-
angle as the slices b e c o m e smaller.

I t is reasonable at this juncture to ponde r h o w the
coupled and uncoupled vers ions of the l ine source array
could provide such different responses . In the coupled
vers ion the aspect rat ios ex tend their length, whi le in
the uncoupled vers ion they ex tend their width . T h e differ-
ence is at t r ibuted to their posi t ion in the paral lel pyramid .
The fully coupled response is the top of the pyramid , whi le
the fully uncoup led is the bo t tom. In reality, the uncoup led
array is s imply a coupled array wai t ing to happen unless
the d isp lacement is too h igh to a l low a coherent b e a m to
form (as wi th the second-order speakers in Fig. 6 .16) . We
just have to m o v e forward the dis tance required for all
of the e lements to have over lap , a t wh ich poin t the array
is "coup led" and can be descr ibed by a coverage angle . A 
coupled array, conversely, is an uncoup led array that has
already congea led . Even the mos t compac t array imagin-
able has s o m e point in its near field w h e r e we have no t ye t
found the uni ty c lass crossover. I t is uncoup led at that point .
The key l ink here is wave length . The transi t ion point from

coupl ing to uncoupl ing is wave leng th , and therefore
frequency-dependent . There are several reasons to split this
hair. The first is that the b o t t o m two floors of the paral lel
py ramid are one of the m i n i m u m var iance shapes that we
will be using in our designs. The second is that the tran-
sit ion zone b e t w e e n these two wor lds is a poor ly under-
s tood area in m o d e r n speaker array design. Long , coup led
line source arrays and hybr id " J " arrays are often des igned
for rooms wi th large amoun t s of the l is tening area inside
the h ighly volat i le and var iant space be tween the uncou-
p led and coupled wor lds . The behav ior of arrays in the
process of t ransforming b e t w e e n these oppos ing forces of
b e a m spreading (at the bo t tom) and b e a m concentra t ion
(at the top) is ve ry chal lenging to character ize . T h e array
cannot be defined by e i ther a constant w id th or angle in
this t ransi t ion zone. I f an array can not be defined, our
chances of finding a repeatable a l ignment s t ra tegy that can
provide m i n i m u m var iance are poor. A n y doubts about
the difficulty that this zone poses can be a l leviated by
glanc ing at the publ i shed des ign data from different man-
ufacturers of " l ine a r ray" sys tems. Those expec t ing to find
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the early 1990s. Increasing our 
tuning and analysis capabilities 
allowed us to clearly see how and 
where initial designs were flawed. 
Each time we set up and re-tuned 
the systems, we were able to 
make changes that increased the 
intelligibility and overall audio 
quality. The skills required from 
the audio teams today are totally 
different than 1.5 years ago. The 
understanding of the laws of 
physics as they apply to complex 
systems and the introduction of 
source-independent analyzers 
revolutionized system tuning 
for live shows. Of course, the 
audience also keeps raising their 
expectations.

Francois Bergeron 

a clear and s t raightforward answer to "wha t is the cover-
age ang l e?" are in for a surprise.

Before we m o v e on let 's go b a c k and take a look a t the
left pane ls of Fig. 6.16. The reason that the aspect ratio
icons did not ma tch the predic ted response i s that we used
the uncoup led m e t h o d (spreading the icons) rather than
the coupled m e t h o d (s tacking the icons) . T h e predic ted
response , meanwhi l e , i s work ing its w a y up the py ramid .

Coupled Point Source 

The addi t ion of angular separat ion compl ica tes the rela-
t ionship of the individual aspect ratios to the c o m b i n e d
shape. The forms of addi t ion are no longer exclus ively
b e a m concentra t ion, bu t rather b e a m spreading. T h e c o m -
b ined shape is expressed as a coverage angle , in degrees ,
ra ther than the rectangular shape of the aspect ratio. T h e
shape of m i n i m u m level var iance i s n o w an arc. O u r p izza
has finally arr ived.

T h e coupled point source spreads energy in radial form.
There i s no s imple relat ionship b e t w e e n the c o m b i n e d

aspect ratio and the sp layed e lements in the couple point
source (see Fig. 6.19). The individual aspect ratio rectan-
gles are spread a long the arc like a fan of p lay ing cards.
If the uni ty splay angle is used, the gaps are filled in by
the shared energy and a radial l ine of m i n i m u m level vari-
ance is created. T h e l ine connects from the on-axis center
of the ou te rmos t e lements . Outs ide of the last e lements the
line of m a x i m u m acceptable var iance cont inues until the
-6 dB point i s reached. An array for a g iven angular span
of m i n i m u m var iance can compr i se a smal l n u m b e r of
w i d e e lements or a large n u m b e r of nar row e lements . The
latter scenar io wi l l create a h igher rat io of coverage wi th in
the m i n i m u m var iance l ine compared to the outs ide edges
f ramed wi th in the m a x i m u m acceptable span.

In the scenar io above ( shown in Fig. 6.19) there are a few
mat ters wor th no t ing that are not immedia te ly apparent .
The first mat te r concerns the difference b e t w e e n the mini -
m u m var iance l ine (O dB) and the m a x i m u m acceptable
var iance l ine (0 t o -6 dB) . T h e upper right por t ion o f the
figure shows a 180 degree s ingle speaker, and its s tandard
square aspect rat io shape. T h e radial line of m a x i m u m

Figure 6.19 The effects of quantity on the combined
aspect ratio for the symmetric coupled point source
array

Perspectives: Some of my 
Cirque du Soleil designs 
have been touring since 
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The symmet r ic coup led point source is essent ia l ly recreat-
ing sect ions of a 360 degree shape. T h e extent to wh ich the
shape is filled is based on the individual e lements , splay
angle and quantity, bu t once we have exceeded 180 degrees
of O dB coverage the F A R can not fall further b e l o w its 0.5
value . Four sequent ia l e lement quant i ty doubl ings fol low
from left to r ight wh ich each add up to approx imate ly the
same c o m b i n e d FAR, yet w i th vary ing amoun t s o f exten-
sion beh ind the array center.

W h e n there i s angular over lap, the c o m b i n e d shape wil l
behave as someth ing in b e t w e e n the coupled l ine source
and coupled point source. As over lap increases the pat-
tern nar rows and ex tens ion m o v e s forward. As overlap
decreases the pat tern ex tends radially. This dance wil l be a 
major ongo ing theme in this chapter.

S y m m e t r i c C o u p l e d Po in t S o u r c e
The symmet r ic coupled point source can provide curved
lines of equa l level radiat ing ou tward from the vir tual
point source. This is the m o s t intui t ive of the array types.
The c o m b i n e d response wil l s t rongly resemble the spread
of the individual aspect ratio pat terns as long as the over-
lap is low (see Fig. 6 .20) . As over lap increases, the com-
bined pat tern wi l l lose its resemblance to the individual
responses as the pat tern bu lges forward at the center and
potent ia l ly deve lops side lobes. The left pane l of Fig. 6.20
shows a second-order array wi th m i n i m u m over lap , whi le
the r ight pane l shows a large third-order array wi th greater
than 50 per cent over lap. In bo th cases the c o m b i n e d pre-
dic ted response holds the spread shape of the individual
componen t s .

A s y m m e t r i c C o u p l e d Po in t S o u r c e
An asymmet r ic coupled po in t source can also create
curved and d iagonal contours . The me thods used to create
this effect are s h o w n in two scenar ios in Fig. 6 .21 . The left
panels s h o w a log level taper and constant splay angle (50
per cent over lap) a m o n g ma tched componen t s . S u c h an
array a ims the on-axis point of each succeed ing e lement a t
the —6 dB point of the one above. Each layer is a lso tapered
by —6 dB resul t ing in a ( —6dB) + ( —6 dB) mee t ing point in

acceptable var iance spans 180 degrees , and yet the radial
l ine for O dB spans 0 degrees. W h y ? Because a radial arc
d rawn wi th the speaker at the center w o u l d trace a l ine
that immedia te ly shows level decl ine as i t leaves on-axis
until the —6 dB point is reached. By contrast let 's v i ew
the 360 degree pat tern s h o w n on the lower left. This pat-
tern has a forward aspect ratio of 0.5, s ince ha l f as m u c h
energy is go ing forward as is going to the c o m b i n e d sides.
This speaker has a 180 degree span on the O dB line and
a 360 degree span on the 0 to -6 dB line. N o w we wil l
v i ew the combined arrays and compare and contras t t hem
to the two singles. In each of the four cases the c o m b i n e d
m i n i m u m var iance line has a span of 180 degrees. T h e
m a x i m u m acceptable var iance span, however , changes
wi th each array. T h e outs ide ha l f of the ou te rmos t e le-
men t s ex tends this l ine b e y o n d the O dB line, unti l -6 dB
is reached. The difference b e t w e e n the two spans is the
total coverage angle of one e lement . T h e lesson here is
that an array m a d e of larger quant i t ies of na r row e lements
wil l have a sharper edge than one m a d e of fewer w i d e
elements . The edge is revealed as the difference b e t w e e n
the m i n i m u m var iance and m a x i m u m acceptable var iance
lines. I f we w a n t 180 degrees of O dB level var iance we wil l
need to create an array wi th a 180 degrees span b e t w e e n
the on-axis points of the ou te rmos t e lements . I f we are
concerned wi th leakage we wil l find advan tage in keep ing
the individual e lements narrow. An addi t ional no te con-
cerns the last scenar io , wh ich shows over lap b e t w e e n the
elements . W h i l e the over lap wi l l add p o w e r capabi l i ty to
the front of the array and cause increased r ipple var iance ,
this wil l no t change the ratio of the m i n i m u m var iance and
m a x i m u m acceptable var iance spans .

The second notab le feature is the relat ionship of the indi-
v idua l and c o m b i n e d aspect ratios. There are two factors
w h i c h wil l m a k e the combined F A R unrepresenta t ive for
these arrays: coverage that ex tends rearward and over lap.

The c o m b i n e d aspect rat io for all of our arrays settles
around 0.5, wh ich is the F A R va lue of a 360 degree indi-
v idual e lement . This i s no coincidence . T h e radial spread of
the mul t ip le e lements creates an equa l level arc that is the
s a m e shape as that found in the 360 degree single e lement .
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Figure 6.20 Minimum level variance shapes for the
symmetric coupled point source array. Left  constant
speaker order, unity splay angle, and constant level. Right
constant speaker order, 60 per cent overlap splay angle,
and constant level

Figure 6.21 Minimum level variance shapes for the
asymmetric coupled point source array. Left  constant
speaker order and splay angle, with tapered level. Right
mixed speaker order with splay angle tapered to provide
a constant overlap ratio, with tapered level
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front of each lower speaker. This technique of part ial over-
lap mixed wi th level tapering, wh ich we wil l call " layer ing ,"
is the fundamenta l bui ld ing b lock for m i n i m u m var iance
asymmet r ic coup led point source arrays. In this case
the m a x i m u m a m o u n t of layer separat ion, 6 d B , is used. The
result is a curved region of m i n i m u m var iance wh ich con-
t inues indefinitely over dis tance. T h e right pane l shows
the s a m e pr inciples appl ied wi th u nm a t c h e d e lements .
In this case the e lements double their coverage angle wi th
each layer. The layer ing technique is appl ied again bu t each
layer is separated by a larger splay angle in order to pre-
serve the relat ionship of the on-axis a i m point to the —6 dB
edge of the unit above . The result is a d iagonal line of equal
level. The difference is the product of the complemen ta ry
asymmet ry o f chang ing splay angles and coverage angles .

Uncoupled Speaker Arrays

The advan tage of the forward aspect ratio approach to our
design strategy b e c o m e s clearer w h e n we cons ider h o w to
m a n a g e a space that is w ide r than i t is deep . O n c e we go

past 180 degrees of forward coverage we can ' t go wider
wi thout go ing backwards . 360 degrees of coverage does
indeed give us coverage twice as w i d e as 180 degrees (the
F A R for 360 degrees is 0.5 since half the energy goes for-
ward) bu t the energy go ing to the rear cou ld be a ser ious
problem. If the shape is more than twice as w ide as i t is
deep, wha t then? 370 degrees? 720 degrees? T h e best w a y
to deal wi th coverage shapes wh ich are wider than they are
deep is by us ing mul t ip le sources , i.e. uncoup led arrays.

Uncoupled Line Source 
S y m m e t r i c U n c o u p l e d L i n e S o u r c e
W h e n the aspect rat io of a desired coverage area falls
b e l o w a va lue of one , the s ingle speaker solut ion b e c o m e s
less preferable. For s imple rectangular shapes the uncou-
pled l ine source is capable of ex tending coverage laterally.
Dete rmin ing the range of m i n i m u m var iance for such
arrays is a s imple mat ter s ince it is direct ly related to the
aspect ratio. S imp ly put, the m i n i m u m var iance coverage
zone beg ins a t the 50 per cent point of the aspect ratio

Figure 6.22 Minimum level variance shapes for the
symmetric uncoupled line source array. The combined
aspect ratio is a multiple of the individual element FARs



261

length and ends at the 100 per cent point . This is a scalable
result. Le t ' s look at Fig. 6.22 and use the data as an e x a m -
ple. The upper series uses 180 degree speakers wi th an F A R
of 1. The shape, a square, wi l l be g iven an arbitrary d imen-
sion of 10 m. T h e speakers are spaced 10 m apart and so the
coverage beg ins (the uni ty crossover point) at a d is tance
of 5 m forward and over laps wi th addi t ional e lements at
the 1 0 m point . T h e dis tance where the over lap from addi-
t ional speakers jo ins the par ty (triple coverage or more )
is cons idered the end of the m i n i m u m var iance response
area. I f we change the dis tance b e t w e e n the e lements to
l m or 100 m the beg inn ing and e n d points r emain the
50 per cent and 100 per cent points of the aspect ratio depth.
N o w let 's m o v e to the lower series where a 60 degree e le-
m e n t is used. The s a m e dis tance is found b e t w e e n the e le-
men t s bu t the start point , end point and range depth are all
doubled , precise ly as is the aspect ratio. Therefore we can
conclude that i f we k n o w the aspect ratio of a device we
can de termine h o w far to space the e lements to beg in cov-
erage . L ikewise , we can predict the desirable end point to
the coverage , b e y o n d wh ich the s ignal wil l b e c o m e h ighly
ripple-variant. This tells us w h e n we should use other
speakers wh ich can provide lower var iance in the local
area. I f we k n o w the spacing and where the coverage is
desired, we can de te rmine the required aspect ratio.

A s y m m e t r i c U n c o u p l e d L i n e S o u r c e
M i n i m u m level var iance can be spread asymmetr ica l ly
over a l imi ted area wi th uncoup led sources if level , posi -
t ion and or ienta t ion are carefully coordinated. The prin-
ciple involved is one of offsetting effects, in this case
dis tance related loss and electronic gain. Cons ider a race
b e t w e e n unequa l runners . I f they all share the same start-
ing point the ou tcome is assured. T h e faster runners wi l l
take an ear ly lead and neve r re l inquish it. T h e y wil l run a 
propor t ional ly larger d is tance in a g iven a m o u n t of t ime.
N o w cons ider w h a t wil l h a p p e n i f the start ing points are
s taggered such that the s lower runners have a propor t ional
head start. T h e final o u t c o m e is still certain to be v ic tory
for the fastest runner, at least eventually. At the beg inn ing
of the race the s lowest runners wi l l lead. There wil l be
one m o m e n t w h e r e everyone c o m e s together as the head

start compensa t ion has e lapsed for all part ies. F r o m this
point the race is restarted and the fastest runners p l o w
ahead.

This i s h o w sound sources a t unequa l drive levels inter-
act. The louder source a lways wins . I f they are to be m a d e
equal for any posi t ion forward of the origin of the louder
speaker, we mus t handicap the race by m o v i n g the quiet
speaker forward by an amoun t proport ional to its level off-
set. The relat ionship of level and dis tance offsets is s h o w n
in Figs 6.23 and 6.24.

Two examples of dis tance and level offsetting are found
in Fig. 6.25. These are const ructed to il lustrate the pro-
cess , rather than any part icular pract ical applicat ion.
Each of the figures from this series conta ins v i ews of the
individual responses as aspect rat io render ings , and their
c o m b i n e d predic ted response . This gives ins ight into the
role that the individual e lements p lay in creat ing the com-
bined response . O n e of the consis tent character is t ics of
mos t m i n i m u m level var iance areas is that the individual
response shapes remain recognizable . This wi l l be the case
in the series w h i c h fol lows. T h e first scenar io shows a 
logar i thmical ly spaced speaker series wi th log tapered lev-
els. L o g spac ing in this case m e a n s that the dis tance from
each sequent ia l speaker is ha l f the dis tance of the previ-
ous. I t is a lso ha l f the level ( —6dB) . O n c e we have reached
pas t the uni ty crossover point we see an equal level con-
tour angl ing up and a w a y from the louder speakers . The
angle remains constant because the spac ing and level
tapering are changing at the s a m e rate. If the level taper
rate and spac ing are not complemen ta ry the contour wil l
b e n d into a curved line. We s a w earl ier h o w we can create
a straight contour line wi th a symmet r ica l uncoup led l ine
source array (see Fig. 6 .22) . An al ternat ive m e t h o d to cre-
ate a straight contour is s h o w n in the second scenar io of
Fig. 6.25. The m e t h o d involves s tagger ing the origins of the
array e lements and taper ing the levels accordingly. O n c e
again we have log spacing and log level taper ing bu t this
t ime the spacing is forward. T h e levels all ma t ch at the
uni ty crossover l ine, the ver t ical line. Because the ori-
gins are s taggered the doubl ing dis tance for each source
is different. As quickly as the speakers c o m e together as
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Figure 6.23 Level and distance ratios of sources with matched
origins, including the aspect ratio scaling

Figure 6.24 Level and distance ratios of sources with
unmatched origins, including the summed levels
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a straight l ine, the contour beg ins a tilt in favor of the
long-dis tance speakers . Bo th of these scenar ios , l ike all
uncoup led arrays, can only ho ld together for a l imi ted
area. Pr ior to the opt imal range the response conta ins gap
areas. B e y o n d the p r ime area the longer- range speakers
domina te the soundscape .

Uncoupled Point Source 

We have seen that the uncoup led l ine source has a stan-
dard range of m i n i m u m var iance that runs f rom hal f the
aspect ratio length to the full length as s h o w n in Fig. 6.26.
B e y o n d this range the level var iance remains l o w but the
excess ive r ipple var iance renders this response undesir-
able. The uncoup led point source adds angular i sola t ion
w h i c h has the potent ia l to expand the usable range to a 
great dis tance. The angular separa t ion m o v e s the start of
the m i n i m u m var iance zone ou tward to so m e degree , bu t
pushes the end of the zone out to a m u c h greater degree.
For this reason the uncoup led point source is often a supe-
rior choice to uncoup led line source. A reference chart for
calcula t ion of m i n i m u m var iance start and stop points for

the uncoup led l ine source and point source can be found
in Chapter 7.

Uncoupled Point Destination 

M i n i m u m level var iance has no greater chal lenge than
the uncoup led point dest inat ion array. Two representat ive
appl icat ions are s h o w n in Fig. 6.27. The left pane l shows the
symmetr ic vers ion , wh i c h is a lmos t entirely incapable of
m i n i m u m level var iance due to h igh ripple var iance from
the combina t ion of over lap and displacement . Because the
angular offset reduces rather than increases isolat ion, the
low var iance range i s the smal les t of the symmet r i c uncou-
p led types. T h e major i ty of the areas where the c o m b i n e d
result wi l l provide a zone of cons tant level are those where
the sys tems have no t yet combined : the isolat ion zone . In
short, this array cannot be used as an array, bu t rather
as t wo individual responses wi th a usable area located
b e t w e e n the individual e lements and the train w r e c k over-
lap zone. This array type is recognized in pract ical appli-
cat ions as the infill array, often used as hor izonta l fill in the
ear ly central seat ing area.

Figure 6.25 Minimum level variance shapes for the
asymmetric uncoupled line source array. Left  five-element
second-order speaker array with 0 degree splay angle,
matched line of origin, log lateral spacing and log tapered
levels. Right  four-element second-order speaker array
with 0 degree splay angle, log staggered line of origin, log
lateral spacing and log tapered levels
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Figure 6.26 Minimum level variance shapes for the
symmetric uncoupled line and point source array. Left
four-element second-order speaker array with 0 degree
splay angle, matched line of origin, constant lateral
spacing and levels. Right  a five-element second-order
speaker array with 14 degree splay angle, constant lateral
spacing and levels. Note the depth extension of the
minimum variance zone

Figure 6.27 Minimum level variance shapes for the
uncoupled point destination array. Left  symmetric version.
Right  asymmetric version
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T h e right pane l shows the asymmet r ic vers ion, recogniz-
able as the vert ical p lane of the "delay speaker ." A s s u m i n g
the sys tems are synchronized , we can observe the forward
range ex tens ion provided by the delay speaker. The com-
b ined levels reduce the rate of dis tance loss, thereby creat-
ing a line of equal level that is on-axis to the e lements . This
is the only m e a n s of provid ing level ex tens ion wh ich does
not rely on the offsetting effects of dis tance and axial loss
rates. W h e n used in combina t ion wi th those effects, the loss
rate can be reduced to the lowes t a m o u n t pract ical . Such
is the case s h o w n here where the on-axis responses mee t
and increase the level 6 dB . The locat ions before the meet -
ing point are bo th closer and more off-axis to bo th e le-
ments , thereby providing a level s ta lemate . The range of
the l ine of equal level wil l depend upon the d i s t ance / l eve l
ratio as d iscussed previous ly wi th regard to the a symmet -
ric uncoup led l ine source.

Minimum Spectral Variance
We n o w m o v e into the third par t of the var iance equa-
tion: frequency. Up to this point we h a v e seen h o w ripple
and level var iance are min imized over the space . The final
p iece of the puzz le wi l l be ex tending the zones of min i -
m u m level var iance over frequency. S ince bo th of the pre-
v ious two factors wil l change over f requency their effects
wil l be c losely interrelated to this third category. The c o m -
plexi ty of our task has g rown by a few thousand layers.

Relating Aspect Ratio, Beamwidth and
Speaker Order
All render ings of coverage mus t qualify the f requency
range. Aspec t rat io i s no except ion. T h e b e a m w i d t h
parameter , the display of coverage pat tern vs. frequency,
w a s in t roduced in the first chapter. I t is n o w t ime to apply
this. Two speaker mode l s m a y be specified a t 30 degrees .
O n e speaker m a y main ta in a cons tant 30 degrees over the
range from 2 k H z to 1 6 k H z . The other m a y range from 60
degrees to 15 degrees through that range bu t "average out"
to 30 degrees over the three octaves in quest ion. These two
30 degree speakers wil l g ive ve ry different results, bo th as

single units and in arrays. T h e aspect ratio over f requency
is der ived from the b e a m w i d t h over frequency. Th is con-
vers ion gives us the shapes that the speaker creates over
frequency. S ince the r o o m does no t change its shape over
frequency we h a v e a measu re of speaker conformi ty to
the room. We migh t learn that a speaker is a perfect fit at
1 0 k H z but is 10 t imes too wide at 1 kHz .

Arrays can be charac ter ized as b e a m combina t ions .
W h e n we c o m b i n e two e lements the result can be one o r
all o f three ou tcomes : b e a m concentra t ion, b e a m spread-
ing, or s imply pass ing through each other. A typical
array wil l have a combina t ion of b e a m concent ra t ion and
spreading effects over frequency. B e a m concent ra t ion
results from coupl ing zone and combin ing zone s u m m a -
tion. B e a m spreading requires some degree of isolat ion as
wil l occur wi th combin ing zone and isolat ion zone sum-
mat ion. Bo th b e a m effects m a y occur s imultaneously, wi th
H F spreading and L F concent ra t ion be ing c o m m o n . B e a m
pass- through occurs w h e n the wave leng ths are smal l and
the pat tern over lap is high. T h e b e a m s are unab le to ei ther
focus into a coherent forward b e a m (concentra t ion) or
jo in together in a radial or lateral ex tens ion (beam spread-
ing) . T h e pass th rough b e a m s m a y create r ipple var iance
fingers and lobes (see Figs 2.85 and 6.16) or s imply pass by
and go on to isolat ion.

Single Speakers 
Let ' s observe the b e a m w i d t h plots for some representat ive
single speaker e lements s h o w n in Fig. 6.28. These plots
s h o w the s loped nature of the b e a m w i d t h for all s ingle
speakers over frequency. As soli tary e lements their spec-
tral var iance is a s imple mat te r of s lope. As bui ld ing b locks
for arrays the shape of the b e a m w i d t h wil l have a decis ive
strategic effect.

There are two pr incipal b e a m w i d t h shapes that are suit-
able for array bui ld ing. The first is the "p la teau" type wh ich
flattens out in the h igh frequencies. The pla teau type can
be seen here as the first- and second-order speakers . The
flattened b e a m w i d t h area provides a clearly defined uni ty
splay angle, and consis tent aspect rat io shape. This qualifies
these speakers as the bes t e l ement for s ingle-speaker
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applicat ions and min imal ly over lapped arrays. The h ighly
s loped third-order e lements have no consis tent uni ty splay
angle , and therefore wi l l only be used in h igh ly over lapped
coupled-array configurat ions.

The 90 degree first-order speaker is a small - format front-
loaded enclosure and shows a s teady nar rowing from the
low-frequency range until 1 kHz . F r o m this point upward
the coverage angle is constant wi th in a few degrees. T h e
uni ty splay angle for this speaker w o u l d be approximate ly
90 degrees , a des ignat ion that wi l l ho ld true for the four
top octaves . The behav ior of an array const ructed a t the
uni ty splay angle wil l be pr imari ly character ized by b e a m
spreading over the p la teau range.

There are two second-order speaker types descr ibed
here. The first is a 40 degree uni t s imilar to the first-order
system, bu t wi th a different HF horn. The b e a m w i d t h in
this case does no t flatten until 4 k H z , so the f requency range
wi th uni ty spat ia l c rossover capabi l i ty is reduced to jus t
two octaves . The b e a m concentra t ion behavior wil l be a 

more dominan t factor overal l for arrays buil t wi th this ele-
m e n t for two reasons: the reduced angular isolat ion (due
to a smal le r uni ty splay angle) and reduced frequency
range of isolat ion wil l bo th increase the percentage of
over lap . T h e 30 degree second-order sys tem is a large-
format horn- loaded enclosure and therefore is capable of
expand ing the frequency range of direct ional control . The
uni ty splay angle of 30 degrees is he ld until 2 k H z (three
octaves) and the s lope of the b e a m w i d t h rise is less severe
than the front-loaded sys tems. The result is that the transi-
t ion into b e a m concent ra t ion wil l be more gradual , wh ich
wil l afford a larger range where the spreading and concen-
trating forces offset each other to create a cons tant com-
b ined beamwid th .

Let ' s take a m o m e n t to cons ider the b e a m w i d t h plateau,
where i t c o m e s from and the nature of its l imits . I t s eems
logical at first g lance to des ign a speaker sys tem wi th a 
cons tant b e a m w i d t h over frequency. There are m a n y trade
n a m e s for this, buil t into product n a m e s such as "cons tan t

Figure 6.28 Beamwidth over frequency plots for the first-, second- and third-order single
elements used throughout this section
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direct ivi ty" and "constant Q," to n a m e a few. Such a speaker
w o u l d a l low us create radial arrays that are a s sembled l ike
slices of pizza. If we could do so, there w o u l d be a s ingle
uni ty splay angle for all frequencies, no gaps and no over-
lap. This is fine in s o m e c i rcumstances , bu t no t all. The lack
of over lap m e a n s there is no p o w e r addit ion. Therefore i f
we need more p o w e r a t any frequencies , we wil l need to
reduce the splay angle , wh ich wil l over lap all frequencies
and int roduce r ipple var iance.

There are phys ica l realities that prevent pract ical
speaker sys tems from achieving cons tant b e a m w i d t h over
their full range. The 300:1 range in wave leng th that mus t
be m a n a g e d by a full-range speaker ( 6 0 - 1 8 kHz) wil l be
quite a chal lenge to control . In order to mainta in cons tant
b e a m w i d t h as f requency falls, we wil l need increas ing
horn size to m a n a g e the wave leng ths .

The angular pos i t ion of the p la teau is a lso impor tant .
A long pla teau can be m a n a g e d at a w i d e angle , even by
a smal l cabinet , as in the case of our 90 degree first-order
cabinet . To main ta in a p la teau w h e n start ing from a nar-
row angle is orders of magn i tude more difficult.

In s imple terms, the f requency range of the b e a m w i d t h
pla teau relates directly to the enclosure size, part icular ly
the depth. The two second-order sys tems s h o w n here
are ve ry different sizes. T h e abil i ty of the larger sys tem
to achieve a large beamwid th p la teau even wi th a na r row
30 degree angle is all about size. A m u c h deeper HF horn
and horn- loaded LF driver extend the p la teau to four
octaves , equiva lent to the first-order sys tem.

T h e ul t imate chal lenge w o u l d be to m a k e a cons tant
b e a m w i d t h over those four octaves at a ve ry na r row angle ;
this can be done successfully wi th a parabol ic reflector
type speaker des ign. Such sys tems are large and impract i -
cal for all bu t a smal l range of appl icat ions .

The third-order sys tems lack the flattened b e a m w i d t h
feature found in the other orders , or at the ve ry least, have a 
severely reduced port ion. The dominan t feature is a s teady
nar rowing of coverage . This prec ludes the uni ty splay
angle from hav ing anyth ing more than a minu te range
of isolated beam-spread ing behav ior w h e n e m p l o y e d in

point source arrays. Over lap increases as f requency falls.
The result is a gradual b lend ing of the b e a m factors. Ris ing
frequency tends toward b e a m spreading; falling frequency
tends towards b e a m concentra t ion.

The phys ica l s ize of the typical third-order speaker is
as smal l as possible . The dr iving force in the engineer ing
of such sys tems is reduced wave leng th d isp lacement , and
therefore min ima l r ipple var iance . The compromise pa ram-
eter i s b e a m w i d t h s lope, w h i c h cannot be main ta ined
in the minia ture cabinet geometry. The creat ion of a con-
stant b e a m w i d t h wil l have to c o m e from the combina t ions
of mul t ip le e lements .

The keys to flattening the c o m b i n e d b e a m w i d t h
(another w a y of saying m i n i m u m spectral var iance) are
splay angle and quantity. First-order sys tems wil l f la t ten
wi th a m i n i m u m quant i ty of units — even a s ingle unit is
reasonably flattened. Third-order units mus t have substan-
tial quant i t ies in order for the h ighs to spread far enough
to mee t the concent ra t ing lows .

Speaker order classification can also be appl ied to the
aspect rat io where i t reveals the differences in coverage
pat tern or " th row" over frequency. This g ives us a pic-
ture of the shape that wil l be created over frequency for
each type of speaker. The appl icabil i ty of the speaker order
as select ion criteria b e c o m e s immedia te ly apparent upon
convers ion to aspect ratio over frequency. The first-order
speakers main ta in a h ighly consis tent shape. If the desired
coverage w a s an aspect ratio of 1.4 the entire f requency
range could be conta ined wi th only min ima l overf low
in the LF range. This is the qual i ty that m a k e s first-order
sys tems the bes t choice as single speakers and for smal l
arrays. The i r abil i ty to fill a s imple symmet r ica l shape
evenly over f requency m a k e s the first-order speaker the
leader in horizontal coverage appl icat ions. By contrast a 
coverage area that is appropr ia te for the HF range of a 
third-order speaker w o u l d find mass ive overf low at all
frequencies b e l o w that. This factor prec ludes the single
third-order speaker from m o s t appl icat ions. The third-
order speaker wil l thr ive as quanti t ies increase. The fore-
m o s t appl icat ion wi l l be in the creat ion of asymmetr ica l
arrays, wh ich m a k e s this type of speaker the leader in
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vert ical appl icat ions. In the midd le g round are the second-
order sys tems, wh ich have appl icat ions in both planes , bu t
in l imited quanti t ies.

N o w we wil l put this to w o r k on our family of speaker
arrays.

Coupled Line Source Array 

The third-order speaker is m o s t often chosen as the base e le-
men t for coup led l ine sources . The futility of a t tempt ing to
reduce the spectral var iance of the third-order speaker in a 
coupled l ine source is s h o w n in Fig. 6.30. Success ive quan-
tity doubl ings are s h o w n and the nar rowing of the c o m -
b ined b e a m w i d t h can be seen at all f requencies as quant i ty
rises. This has all the aspects of a mi l i tary a rms race , wi th
each increase in quant i ty push ing the entire response c loser
to 0 degrees coverage . This chart m a y give the impress ion
of increased flattening of the b e a m w i d t h wi th quant i ty
since the b e a m w i d t h of the s ix teen-box vers ion i s v isual ly

more hor izonta l than the lower quanti t ies. This mus t not be
confused wi th b e a m w i d t h p la teau response descr ibed
earlier. Th i s is an i l lusion due to the vert ical scal ing of the
b e a m w i d t h plot. The coverage angle is proportionally equiv-
alent over f requency in all cases , i.e. if the 1 k H z response
is a factor of 12 wide r than the 8 k H z response for a single
b o x that relat ionship wil l be main ta ined a t any quantity.

The i l lusion breaks d o w n w h e n we rescale the cover-
age of the s ame array into the aspect ratio over f requency
as s h o w n in Fig. 6 .31. The aspect ratio scal ing reveals the
b e a m concent ra t ion o f the paral lel pyramid . As quant i ty
increases the b e a m cont inuous ly nar rows and the shape of
the coverage extends forward towards infinity. The low-
frequency range of the coup led l ine source wil l never get
any closer to the shape of the mid- range and HF range, no
mat ter wha t the quantity. A b e a m w i d t h change of 1 degree
seems like a smal l matter, and this is reflected in the b e a m -
wid th vert ical scal ing. But a one degree change be tween
90 and 91 degrees is a very different mat te r than b e t w e e n 1 
and 2 degrees! The aspect rat io scal ing reveals this.

Figure 6 29 Aspect ratio over frequency plots for the first-, second- and third-order single
elements used throughout this section
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Figure 6.30 Beamwidth over frequency plots for the third-order coupled line source array

Figure 6.31 Aspect ratio over frequency plots for the third-order coupled line source array
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Figure 6.32 Beamwidth over frequency plots for the first-order coupled point source array.
Splay angle is unity, level is matched. The LF driver is front-loaded and the spectral crossover
frequency of the speaker is approximately 1200 Hz

Coupled Point Source Array 
T h e b e a m w i d t h behav io r of a first-order symmet r ica l cou-
p led point source array is s h o w n in Fig. 6.32. The s ingle unit
is compared wi th quanti t ies of two and three units a r rayed
at approx imate ly the uni ty splay angle . The range above
1 k H z exhibi ts the typical expans ion of coverage angle
achieved b y b e a m spreading. T h e c o m b i n e d b e a m w i d t h
above 1 k H z is a s imple mul t ip le of the individual e le-
ments . The three-element array has a cons tant b e a m w i d t h
of around 260 degrees for six octaves . This is a m i n i m u m
spectral var iance array.

Note : The behav io r of the range be low 1 k H z meri ts a 
br ie f explanat ion due to the large-var iance 250 Hz to 500 Hz
range. The range above 1 k H z is sufficiently angular ly iso-
lated that its behav io r requires no physical scal ing, i.e. the
e lements cou ld be large or smal l , and their d i sp lacement
scaled accordingly. The range b e l o w 1 k H z has s teadi ly
increasing angular over lap , and therefore the w a v e -
length d i sp lacement is a defining factor. This par t icular
two-e lement array has an approximate d i sp lacement o f

one wave- length , X (0 .69m) at 5 0 0 H z (0.5X at 2 5 0 H z ) .
The type of beam-wid th var iance seen here wi l l occur as a 
mat ter of course as the f requency falls under 1 lambda displace-
ment , wi th the nar rowes t poin t be ing reached at 0.5 lambda. (See
the d iscuss ions of wave leng th d i sp lacement in Chapte r 2 
and Figs 2.24 and 2.25.) The scale of the speaker e lements
wil l affect the frequency range , wi th larger d isp lacements
m o v i n g the affected range upward . As m o r e e lements
are added the interact ion effects take on a more complex
nature s ince every e lement has wave leng th d isp lacement
relat ionships to every other e lement . T h e interact ions
be low the isolated f requency range should be v iewed as
trends, wi th the unders tanding that the family of effects
wil l be found in different f requency ranges on different
models . In short, we can say wi th some cer ta inty that two
coupled first-order speakers sp layed at 90° wil l b e c o m e
nar row (at 0.5X) bu t we cannot say that this wi l l necessar-
ily occur a t 250 Hz .

T h e s a m e pr inciples are appl ied for the second-order
sys tem s h o w n in Fig. 6.33. The physical s ize and driver
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c o m p l e m e n t of the e lements is the same as the first-order
units descr ibed in Fig. 6.32, so the dispari t ies can be at tr ib-
uted to HF horn differences and splay angle. In this case
the b e a m spreading range is l imited to 4 k H z and above .
In the isolated range the b e a m spreads by the uni ty splay
angle (in this case 40 degrees) wi th each addi t ional e le-
ment . There are several no tewor thy trends in the ranges
b e l o w 4 k H z w h e r e the quant i ty of e lements has a s trong
effect on the b e a m w i d t h var iance . T h e first is found in
the two-e lement scenar io , where a large b e a m w i d t h var i -
ance occurs b e t w e e n 500 Hz and 1 kHz . This character is t ic
signature ma tches the two-e lement first-order array (Fig.
6.32) except that i t appears one oc tave higher. T h e rise in
frequency is due to the reduced phys ica l d i sp lacement
wh ich results from the smal ler sp lay angle (same spacing
at the rear, bu t c loser at the front). Not ice that this volat i le
range shows substant ial var iance from the spread b e a m
area for all quanti t ies of e lements .

T h e next t rend i s one toward coherent b e a m concen-
tration. Since this is no t a coup led line source array we

wil l not expect to see the b e a m concentra t ion of the paral-
lel py ramid in full force, bu t rather a reduced vers ion in
the ranges of m a x i m u m over lap . A survey of the 63 Hz to
125 Hz range shows a c o m b i n e d response that is cons is -
tently na r rower than the s ingle-e lement response . As the
quant i ty r ises the b e a m nar rows, the unmis takable work -
ings of b e a m concentra t ion.

The range b e t w e e n 125 Hz and 4 k H z is in a ba t t leground
b e t w e e n two compe t ing and offsetting factors: angular iso-
lat ion and wave leng th d isp lacement . The physica l realities
of mul t ip le e l emen t clusters inc lude layered wave leng th
disp lacements as the n u m b e r of e lements increases. Each
e lement is d i splaced the s a m e a mo u n t from adjacent units
bu t the interact ion does not stop there. I t cont inues b e t w e e n
separa ted units as wel l , a l though the effect is reduced by
angular isolat ion. This layering of interact ions creates the
complex w e a v e found here. As a quick example consider
a f ive-element array wi th a hal f -wavelength d isp lacement .
T h e center cabinet is ha l f a wave leng th from its adjacent
ne ighbors , bu t a full wave leng th from the outs ide units.

Figure 6.33 Beamwidth over frequency plots for the second-order coupled point source array.
Splay angle is unity, level is matched. The LF driver is front-loaded and the spectral crossover
frequency of the speaker is approximately 1200 Hz
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Figure 6.34 Beamwidth over frequency plots for the horn-loaded second-order coupled point
source array with various quantities. The splay angle is unity and all levels are matched. The
spectral crossover frequency for the speaker is approximately 900 Hz

T h e outermost units are two full wave leng ths apart. I f the
e lements have a wide pat tern in the g iven frequency range
there is go ing to be a complex w e a v e of interact ions.

T h e 250 Hz to 500 Hz range provides a g l impse into the
compe t ing factors. At quant i t ies of two to four e lements the
combined b e a m w i d t h is nar rower than a single unit. B e a m
concent ra t ion is the dominan t factor here. With five and
six units the angular spread is so w i d e (200 to 240 degrees)
that the ou te rmos t e lements have ach ieved sufficient iso-
lat ion from each other for b e a m spreading to take p lace in
addi t ion to the ongo ing b e a m concent ra t ion of the central
e lements . The result is a combined response that is wider
than the s ingle e lement .

An al ternat ive second-order sys tem is s h o w n in Fig . 6.34.
T h e e lements are large-format horn- loaded sys tems wi th
30 degree nomina l pat tern above 2 kHz . The rate of low-
frequency b e a m w i d t h expans ion i s not iceably lower than
the previous examples , due to the horn loading of the low-
frequency range. The increased low-frequency control
provides a h igher degree of isola t ion than we had wi th the

front-loaded second-order speaker in spite of the reduced
splay angle . T h e results are a not iceably more uni form
series of b e a m w i d t h responses over quantity. As quant i ty
increases the beam-spread ing and beam-concen t ra t ion
forces push the response in oppos i te direct ions. The HF
response i s cont inual ly widened , whi le the LF response
nar rows, result ing in a more consis tent c o m b i n e d b e a m -
width than the single unit from wh ich i t compr ises . The
mid-range area sees bo th concent ra t ion (quanti t ies < 3 )
and spreading (quanti t ies > 3 ) . The f ive-element array i s
notable as an example of the m i n i m u m spectral var iance .
The offsetting array factors have m e t in the 160 degree
range over the entire f requency range of the device .

N e x t we wil l examine the effect of angular over lap for a 
fixed quant i ty of e lements . In this case (Fig. 6.35) we wil l
reuse the f ive-element horn- loaded second-order ar ray
jus t featured. The effects of increas ing angular over lap are
compared to the response us ing the uni ty sp lay angle of
30 degrees. A splay angle of 22.5 degrees gives us 75 per
cent isolat ion and 25 per cent over lap . The c o m b i n e d result
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Figure 6.35 Beamwidth over frequency plots for the horn-loaded second-order coupled point
source array at various splay angles. All levels are matched

approximates a 25 per cent reduct ion in b e a m w i d t h over
the full range. T h e accompany ing effects of this over lap
cannot be seen in the beamwid th , bu t include increased
r ipple var iance and, on the posi t ive side, increased p o w e r
addit ion. W h e n the over lap is increased to 50 per cent
(15 degrees splay) an undes i rable effect arises. The reduced
angular isolat ion leaves the mul t ip le uni t b e a m concentra-
tion in the low mids wi thout the offsetting effects of b e a m
spreading. The result i s excess ive b e a m concentra t ion (the
paral lel py ramid) , wh ich creates a l o w / m i d response that
is substant ia l ly narrower than the HF response. In the out-
e rmos t 10 degrees (per side) of the coverage there will be
full ex tens ion of the HF response bu t the mid-range and
low mids wil l be reduced by more than 6 dB. This creates
one of our m o s t undes i rable and easi ly detect ible tonal
responses : the te lephone. As a genera l rule it is crit ical that
the b e a m w i d t h of an array (or a s ingle e lement ) should
never be na r rower in the mids and lows than the HF range.
In addi t ion to the te lephone qual i ty of this array we have
increased r ipple var iance . But at least i t 's really loud!

We n o w have an array capable of m a k i n g us w a n t to leave
the room.

Final ly we reach the 100 per cent over lap point that
comes wi th a 0 degree splay angle . This , of course , has con-
ver ted our point source ar ray to a coup led l ine source. The
b e a m w i d t h can be seen to col lapse inward, as we w o u l d
expect from the paral lel py ramid , and this cont inues until
we reach the po in t w h e r e b e a m concentra t ion breaks
down. The b r e a k d o w n is due to the wave leng th displace-
m e n t be ing so h igh that the individual responses pass
through each other wi thout forming a s ingle b e a m . For
this f requency range the ar ray behav ior can no longer be
classified as coupled and therefore the b e a m m o d e l breaks
down. T h e result i s that the c o m b i n e d b e a m w i d t h returns
to that of an indiv idual e lement , albeit wi th mass ive rip-
ple var iance . The b e a m w i d t h changes by a 10:1 factor in
the oc tave b e t w e e n 4 and 8 kHz , wh ic h removes all hope
of m i n i m u m var iance per formance for this array. I t is
no tewor thy that this type o f approach w a s the mos t c o m -
m o n array type for concer t sound before the adven t of
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third-order speakers in the 1990s . Power , yes. M i n i m u m
var iance? No .

We wil l m o v e nex t to third-order speakers . Natura l ly
the splay angle is reduced to a smal l fraction of those used
previous ly for first- and second-order sys tems. In this case
the f requency range where the uni ty splay angle ho lds is
the lowes t ever: pract ical ly none . The response of a sin-
gle e lement is compared wi th success ive doubl ings up to
eight units . There are several impor tan t trends. We begin
wi th the beam-spread ing behav io r at 8 kHz . Not ice that
the response of a single unit (15 degrees) is w ide r than that
of two (8 degrees) , and equal to that of four. This is con-
sistent wi th the fact that the chosen angle (the manufac-
turer ' s m a x i m u m splay wi th the s tandard r igging frames)
is less than the uni ty splay angle. As the quant i ty increases
the ou te rmos t uni ts over lap less wi th each other and
the b e a m begins to spread. As frequency falls the over-
lap b e c o m e s s t ronger and b e a m concentra t ion b e c o m e s
increas ingly dominant . T h e result is a gradual f lattening of
the combined beamwid th , in sharp contras t to the s teady

d o w n w a r d slope of the s ingle e lement . This is the key
design feature of the third-order speaker. A point source
array compr i s ing steadi ly nar rowing e lements wi l l cause
steadily offsetting effects a m o n g the b e a m behaviors . For
a g iven splay angle , as the individual b e a m s nar row (fre-
quency rising) the c o m b i n e d b e a m spreads due to isola-
tion. As the individual b e a m s widen (frequency falling) the
c o m b i n e d b e a m concentra tes due to over lap . The result i s
a push -pu l l effect that flattens the b e a m w i d t h over larger
frequency ranges as the quant i ty increases. Observa t ion of
the response over quant i ty reveals an approx imate dou-
bl ing of the f la t tened area wi th each doubl ing of quan-
tity. Two units yields flattening d o w n to 2 k H z , four units
ex tend i t d o w n to 1 k H z and eight units flatten the b e a m -
wid th all the w a y to 500 Hz .

Speaker Array Methods
Our goal is to find the speaker array me thods that will lead
to m i n i m u m spectral var iance . We are looking to create

Figure 6.38 Beamwidth over frequency plots for the third-order symmetric coupled point
source array. Splay angle is 50 per cent overlap, level is matched. All drivers except the HF
horn are front-loaded
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seat in the house, I could just lay 
down and die, having achieved an 
entire career's quest. 

Fred Gilpin 

a series of equa l level contours over f requency that lay
over each other l ike floors of a bui ld ing. W h e n this occurs
we have ach ieved our goal . I f the response is spect ra l ly
til ted, and i t wil l be , i t wil l be ti l ted everywhere . As stated
before, this i s " to d ream the imposs ib le dream," bu t we
wil l see that some approaches wil l get us a w h o l e lot closer
than others.

O u r invest igat ion wil l once aga in use the familiar pat-
tern of isolat ing the pr incipal pa ramete rs and v i ewing their
contr ibut ion to the overal l response by a series of s teps such
as success ive doubl ings . I t is ne i ther necessa ry nor pract ical
to ana lyze every f requency b a n d in success ion. E a c h sce-
nar io is presented as a compos i t e of four f requency ranges ,
ranging from 125 Hz to 8 k H z in two octave increments .
This " four -way" approach provides a sufficient level of
detai l to clearly identify the trends, and helps this b o o k to
be s o m e w h a t shorter than Tols toy 's War and Peace. 

Coupled Arrays 
There are four coupled speaker array types that wil l be
ana lyzed for their spectral var iance behavior . T h e y inc lude
the line source , the symmet r i c po in t source , the a symmet -
ric point source and the hybr id combina t ion of the l ine
and point source , a lso k n o w n as the " J " array. Al l four o f
the arrays have b e a m concent ra t ion and beam-spread ing
propert ies , and all four differ in h o w these are appl ied.
T w o of these array types wi l l pass the test of m i n i m u m
var iance capability, and b e c o m e candida tes for op t imized
design.

C o u p l e d L i n e S o u r c e
T h e coupled l ine source conta ins an unl imi ted quant i ty
of speakers at the mos t l imi ted n u m b e r of angles : 1. T h e
defining factors are the individual e lements , the spac ing
and the overal l l ine length. We wil l isolate each of these
factors and observe their independen t contr ibut ions to the
overal l response character. T h e coupled l ine source has
three var iables that wi l l be invest igated for their effects
u p o n spectral var iance: speaker order, quant i ty and level
asymmetry .

Speaker Order Effects 
O n e of the m o s t often d iscussed character is t ics of line
sources is the length of the array. T h e a m o u n t of low-
frequency direct ional control and power capabi l i ty are
closely l inked to the length of the array. If the l ine length
is less than ha l f of the radia ted wave leng th the steering
effects are minor . O n c e the hal f -wavelength barr ier has
been crossed the s teer ing b e c o m e s strong. I f we w a n t to
extend the low-frequency control by an octave , we wi l l
need to double the l ine length. I t d id not take speaker sales
personnel long to c o m p r e h e n d the impl ica t ions of this.
W h a t self-respecting engineer w o u l d no t w a n t control
d o w n through the lowes t range o f their sys tem? " I f y o u
w a n t that oc tave under control , y o u wil l have to double
the quantity. Sure w o u l d be a shame to have 125 Hz out of
control . Thanks for your order."

W h a t the sa lesperson forgot to men t ion is that the quan-
tity wh ich achieves "control" a t 125 Hz achieves succes-
s ively m o r e "control" a t every frequency above 125 Hz. As
we s a w in the quant i ty races of Fig. 6.31 we do indeed get
more control as quant i ty and l ine length increase. We also
saw that the a m o u n t of control a t 125 Hz w a s no closer
to the a m o u n t of control a t 5 0 0 Hz w h e n we ex tended the
line. We s imply na r rowed bo th ranges .

The l ine length sets the l imit of LF steering, bu t that is
about it. A 1/2 lambda line m a d e up of four e lements wi l l have
an a lmost identical coverage angle to one m a d e of eight
of the s a m e e lements (at twice the m a x i m u m dB SPL) . As
soon as the wave leng ths are smal ler than the l ine length
the picture changes entirely. T h e m u c h m o r e dominan t
per formance factors are the d isp lacement b e t w e en devices
within the l ine. As the wave leng th decreases the dist inct ion
b e t w e e n four e lements and eight e lements changes from a 
non-factor to the dominan t factor. As line length increases ,
we are ex tending the foundat ion of the paral le l pyramid .
The quant i ty of e lements wi l l define the s tacking he ight of
the pyramid . O n c e the d i sp lacement b e t w e e n the e lements
reaches 1 lambda, the paral lel py ramid is in total control , and line
length mere ly sets the start ing wid th of the stack.

Let ' s n o w examine the l ine length independent ly and
in so do ing also learn about the effects of speaker order

Perspectives: If I could 
get a flat frequency and 
phase response at every 
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Figure 6.37 Speaker order effects over
frequency for the coupled line source array

in the coupled l ine source. F igure 6.37 conta ins three
scenar ios for compar i son . Al l conta in the approximate ly
ident ical l ine length, a l though they are m a d e of different
e lements and quanti t ies . A smal ler n u m b e r of first-order
sys tems are c o m p a r e d wi th success ive ly larger n u m b e r s
of second- and third-order e lements . The results s h o w
near ly perfect cons is tency in the 125 Hz and 500 Hz ranges .
Clear ly the l ine length, no t the nature of the individual
e lements , is the dominan t force here. The angular over lap
of the e lements is so prevalent that the py ramid const ruc-
t ion process progresses at the s a m e rate, s ince the overal l
space at the p y r a m i d floor (the l ine length) is ma tched . As
we m o v e into the 2 k H z range, we note that the forward
b e a m shape remains m a t c h e d bu t the level of the s ide
lobe wings is h igh ly var iable . The first-order speaker in
this case has the wides t response at 2 k H z and as a result
shows the s t rongest s ide lobes escap ing the forward b e a m
control . The first-order sys tem is showing the s y m p t o m s of
b e a m pass- through. As we reach 8 k H z we can see the sys-
tems separate out into dist inct responses . The third-order

sys t em cont inues the we l l -known pat tern of the paral lel
pyramid . In this case l ine length is still impor tan t s ince
i t wil l inf luence the dis tance t raveled before the assem-
b ly is comple te . The first-order speaker HF response i s
no t domina ted by l ine length. The t iny high-frequency
wave leng ths wi th their 90 degree pat terns pass through
each other as uncoup led sources . The c o m b i n e d response
is a tat tered and torn vers ion of 90 degree coverage wi th
gross r ipple var iance levels due to deep combing . (The
extent of the var iance is smoo thed over by the octave
resolut ion of this plot.) T h e second-order sys t em behaves
in a s imilar fashion, albeit restr icted to a 40 degree c o m -
bat zone .

We can conc lude the fol lowing. L ine length is the domi-
nant factor in low-frequency b e a m concentra t ion in the
coupled line source. The b e a m concent ra t ion can only con-
t inue into the HF range i f the b e a m w i d t h decreases in pro-
por t ion to the wave leng th d i sp lacement of the e lements .
O n l y the third-order sys tems wi th a constant ly na r rowing
b e a m w i d t h s lope m e e t these criteria.
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Quantity Effects 
T h e nex t factor to invest igate is quantity, beg inn ing wi th
two units and doubl ing in four steps to 16 . The results are
s h o w n in Fig. 6.38. The fol lowing t rends emerge .

1. The coverage pat tern narrows as quant i ty rises. The
coverage pat tern is consis tent ly reduced by 50 per cent
wi th each quant i ty doubl ing.

2 . T h e rat io of spectral var iance i s u n c h a n g e d by the
quantity. All frequencies are na r rowed by the quant i ty
increase. T h e difference b e t w e e n the four f requency
ranges persists . There i s no quant i ty where the nar row-
ing of the lows wil l catch up to the nar rowing of the
higher ranges .

3 . T h e b e a m concent ra t ion (the paral lel pyramid) i s the
p r imary dr iv ing force in the interact ions.

4 . The larger quanti t ies give the appearance of reduced
spectral var iance i f the range of v i ewing does no t
ex tend far enough for coupl ing to occur over the full
f requency range. This results f rom the low- and l o w /
mid-frequency ranges hav ing run the full course of

the py ramid wh i l e the h igh-mid and high-frequency
ranges have not yet reached the summit .

Le t ' s look a t h o w this s tacks up on our scorecard. I f we
have ach ieved m i n i m u m spectral var iance we wil l see the
coverage pat tern shapes lie on top of each other as fre-
quency rises. This is c lear ly not the case. As frequency rises
the coverage nar rows . There are two candidates for l ines
of m i n i m u m spectral var iance . We can t raverse a uni ty
crossover l ine a long the wid th (height) of the array. Th is
l ine is present in all of the arrays, at all frequencies. T h e
dis tance of the l ine from the source var ies wi th frequency,
and the wid th (height) var ies wi th quantity. As we increase
our d is tance , this line s teadi ly shr inks a w a y unti l we reach
the py ramid summit . The largest quant i ty a t the h ighes t
f requency wil l be the last to reach the top of the pyramid .
O n c e we have reached the top, the behavior o f the array
takes on the character of a s ingle e lement . This is the char-
acteristic of the coup led l ine source that is its major sel l ing
point . The fact that this t ransi t ion into a coverage angle
occurs at a different dis tance as f requency rises is not ,

Figure 6 38(a) Quantity effects over
frequency for the coupled line source array
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Figure 6.38(b)

however , w ide ly unders tood or acknowledged . The result
of this is that the coupled l ine source proceeds th rough
a m o r p h o l o g y over f requency that can ex tend over h u g e
distances. At the beg inn ing of the process we have a flat
l ine of m i n i m u m var iance , a "wal l of s o u n d " ex tending
forward. In the midd le g round the sys tem is in a state of
me tamorphos i s over f requency and dis tance. At the far
end we have a defined coverage angle , w h i c h m e a n s the
second type o f m i n i m u m var iance l ine can n o w be found:
the coverage bow.

The coverage b o w is pul led t ighter as f requency rises,
and therefore the off-axis nea r point m o v e s continually.
T h e result i s that the paths wh ich connect our points of
equal i ty cont inual ly change over frequency. The high-fre-
quency range does no t reach its full ex tens ion until the
paral lel py r am id has fully assembled . S ince 8 k H z is the
m o s t direct ional of the ranges shown, i t takes the longest
dis tance to top out. W h e n the top is reached the response
is flat at the py ramid summi t if we temporar i ly neglec t (or
equal ize) the HF air loss. I t is lonely at the top, and we wil l
find there is no w a y but d o w n from there.

Let ' s fol low three paths: directly back toward the source,
radial ly m o v i n g off-axis and the coverage b o w pa th of min-
i m u m var iance . A n y m o v e m e n t c loser to the source wil l
beg in an HF decl ine. The pa th b a ck toward the center o f
the l ine source is a s teady p ink shifting of the response . The
reason is our m o v e m e n t inside the py ramid causes us to fall
off-axis to some of the e lements . As we m o v e closer we m o v e
into the gap crossover areas of the HF e lements and their
contr ibut ion to the s u m m e d response is reduced. L o w e r
frequencies, due to their wider pat terns, are still fully over-
lapped and their addit ion is a t the m a x i m u m . The closer we
get, a progress ive ly fewer n u m b e r of HF e lements remain
in over lap m o d e and the result i s s teady p ink shifting.

W h e n we add air absorpt ion effects to this equa-
t ion the p ink shifting provides a part ial offsetting effect
wh ich improves the si tuation. The top of the pyramid , the
m o s t distant point , has the m o s t HF air loss. As we m o v e
closer the air loss decreases at the s a m e t ime that the axial
loss increases (as jus t descr ibed) . H o w closely these fac-
tors compensa te for each other wil l be appl icat ion- and
weather -dependent .
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N o w let 's get ba c k to the top and m o v e radially. We
w o n ' t have to go far. T h e -6 dB point wil l be first reached a t
the h ighes t frequency. All others wi l l have less than -6 dB
at this point and we wil l have pink-shif ted as expec ted .
Addi t iona l m o v e m e n t wil l cause success ive ly lower fre-
quencies to fall under the 6 dB line. It is impor tan t to no te
that we can no t quantify the coverage pat tern as an angle
until the py r am id has run its full course . T h e coverage of
an unassembled py ramid can on ly be expressed in te rms
of area, no t angle , s ince i t wil l not ho ld an angle over dis-
tance until all of the contr ibut ing e lements have reached
uni ty or over lap crossover status. T h e spread HF response
of an unassembled py ramid is often confused wi th angu-
lar spreading and leads to the be l ie f that the l ine source
can create a uni form frequency spread w h e n g iven a 
sufficient n u m b e r of e lements . This can be seen in Fig. 6.38
where the s ixteen-uni t array appears to have less var iance
over frequency than the lower quant i t ies . Such an effect
can be he igh tened i f we restrict our v iewing to lesser dis-
tances. The cont inued var iance over f requency b e c o m e s
immedia te ly apparent w h e n we ex tend the vista unti l the
p y ramid has fully assembled in all cases . I t is justifiable
to quest ion w h y i t mat ters whe the r we have a consis tent
angular coverage . I f we have created the shape we want ,
does i t mat te r i f the b e a m s wil l not fully sum until they
have bo red holes through our wal l s and gone across the
street? The reason i t mat ters is that w h e n we are ins ide
the paral lel py ramid we are in the acute angle zone of rip-
ple summat ion . We are in the area of h ighes t rate of change
of posi t ion; i.e. h ighest r ipple var iance . S m o o t h e d predic-
t ion plots wi l l g loss over this crit ical factor. M i n i m u m vari-
ance des ign wil l require success in all three of our p r imary
categories: level, f requency response and r ipple.

We have one more path yet to follow. This w o u l d be our
coverage b o w path. To beg in that j ou rney we wil l have to
travel ou tward to double the dis tance from the source to
the py ramid peak. R e m e m b e r that i t is a t the peak that our
line source b e c o m e s "a single speaker ." We cannot expec t
inverse square l aw behav ior until the speaker is unified.
N o w we can find the coverage b o w line o f m i n i m u m vari-
ance by the s tandard method: double dis tance on-axis
to single dis tance (the peak dis tance) off-axis. W h a t we

will find are coverage angles that relate to the original ele-
ment , d iv ided by the quantity. These effects are s h o w n in
Fig. 6.39.

Before m o v i n g on let 's take a m o m e n t to consider wha t
type of e l ement w o u l d be required to create a m i n i m u m
var iance coupled line source array. We have seen that the
cont inuous s loping b e a m w i d t h type (third-order) wil l not
pass the test. We have also seen that arrays of w ide angle
pla teau b e a m w i d t h units (see Fig. 6.37) wi l l fall apart wi th
r ipple var iance in the HF range. The d isp lacement i s too
large and the angular over lap too high. We wil l need to
min imize the d i sp lacement and stabil ize the angular over-
lap. The e lement wi l l ideal ly be as smal l as phys ica l ly pos-
sible and s tacked for min ima l d isplacement .

There are two direct ions we can go. We can seek the
"wal l of s o u n d " l ine of m i n i m u m var iance , or the cover-
age bow. Both w o u l d require a cons tant b e a m w i d t h over
frequency. The coverage b o w wil l be the s a m e shape over
angle and over dis tance for all f requencies i f all the b e a m -
wid th i s constant . W h a t angle w o u l d we choose? I f the
angle i s w ide we wil l be scat tered by r ipple var iance . I f
the angle is na r row we wil l need a ve ry large enclosure to
control the mid- range and lower frequencies. This phys i -
cal reali ty wi l l l ikely create too m u c h d i sp lacement for
effective coupl ing. This is no t terribly promis ing .

N o w let 's try to create a " l ine of sound ," where a flat
p lane of even level radiates from the l ine of speakers .
W h a t w o u l d the angle be this? N o t appl icable . T h e cover-
age w o u l d have to be defined as a width, and that wid th
w o u l d be equa l to the d i sp lacement b e t w e e n the line ele-
ments . The pat tern w o u l d m o v e forward and remain as
a coverage width , never over lapping into the paral lel
pyramid . Le t ' s v i sual ize the ana logous response of a spec-
tral c rossover wi th infinite d B / o c t a v e divis ions of the fre-
quency response . Neglec t for a m o m e n t the fact that this
is not poss ib le in acoust ic propagat ion at any frequency,
m u c h less over a w i d e band . Cons ider that such a s c he m e
w o u l d only spread the sound over the l ine, offering no
acoust ic summat ion , and therefore no power addi t ion. To
achieve p o w e r addi t ion we are going to need to l ive wi th
over lap . We wil l need to find a bet ter way.
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Figure 6.39 Spectral variance progressions in
the coupled line source

There are m a n y "l ine a r ray" sys tems in use that c la im
in var ious manne r s to merge the behav io r of a cont inu-
ous l ine of e lements into a s ingle device . These sys tems are
able to create a l ine of m i n i m u m var iance for a l imi ted fre-
quency range for a l imited dis tance. The l is tener and the
sys tem opt imiza t ion engineer wil l l ikely find themselves in
the me tamorph ic zone of transi t ion b e t w e e n d imens iona l
and angular ly defined radiat ion. T h e l is tener doesn ' t care,
but to the opt imiza t ion engineer the dist inction is relevant.
Opt imiza t ion strategies require a definable and stable cov-
erage pat tern. A sys tem in transi t ion can only be tuned for
a point in space. These sys tems can m a d e loud and p o w -
erful. The m o d e r n "l ine of s o u n d " is a huge i m p r o v e m e n t
from the old style "wal l of s o u n d " s ince the interference is
l imited in one p lane and great ly reduced in the other. But
we need no t settle so quickly for p o w e r over m i n i m u m
variance . T h e m o d e r n third-order speaker can still fulfill
that p romise , as we wil l soon see.

We wil l n o w set our course instead on finding m i n i m u m
var iance arrays us ing the types of speaker we k n o w to

exist: low-order speakers of the p la teau b e a m w i d t h type
and high-order speakers of the cont inuous s lope type.

Asymmetric Level Effects 
There is only one opt ion for a symmet ry in the coupled
line source array: var iable level. T h e e lements charged
wi th the closest coverage can be level- tapered to com-
pensa te for their proximity. This is, of course , a mi sno-
mer. Since all speakers have the same or ienta t ion there
is no separa t ion into nea r and far coverage . T h e results
of such level taper ing are, no t surprisingly, ineffective at
achiev ing any progress toward our low-var iance goals.
T h e redundant or ientat ion of the e lements dictates the
coverage wi l l over lap and the level reduct ions s imply
skew the geomet ry of the py ramid summat ion . In the gap
crossover regions the level taper ing causes an asymmetr i -
cal redirect ion of the response in favor of the louder ele-
ments . The response has the appearance of the m i n i m u m
var iance shape in the HF response for a l imi ted distance.
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After all of the crossovers have over lapped the response
resumes the b e a m concentra t ion behav io r we have found
in all l ine source arrays. The level taper ing effectively
reduces the n u m b e r of e lements contr ibut ing to the pyra-
m i d and as result the behav io r mimics an array of shorter
length (fewer e lements ) . This t rend can be seen c lear ly
w h e n the degree of s y m m e t r y increases as f requency falls.
An impor tan t t rend wor th not ing is the posi t ion of the
py ramid peak over frequency. Not ice the upward m o v e -
m e n t of the on-axis point as f requency rises. This is due
to the increase in isolat ion as frequency rises, resul t ing in
a r ising b e a m center c o m p o s e d of fewer over lapping e le-
ments . As fewer e lements are involved the center of the
pyramid rises. An insurmountab le chal lenge i s created
for finding m i n i m u m var iance in the f requency response
shape. I f we take the high-frequency on-axis far point as
a start ing p lace we are a l ready off the center axis in the
other ranges . We wil l have to cross through on-axis b e a m s
at lower frequencies to get to our nea r off-axis mi lepost .
The frequency response var iance through this t ransi t ion

wil l no t be the s m o o t h and s teady p ink shift that we are
hop ing for.

The other categor ies of var iance fare no bet ter than their
symmetr ica l counterpar ts . Ripple wil l still be h igh due
to overlap inside the acute t r iangle zone . Leve l taper ing
reduces the overal l p o w e r capabi l i ty of the array, wi thout
provid ing significant improvements in var iance min imi -
zation. Tha t m a k e s this a poor tradeoff.

C o u p l e d Po in t S o u r c e
The symmetr ic vers ion of the coupled point source has
two var iables that wil l be invest igated for their effects
u p o n spectral var iance: splay angle and quantity. T h e rela-
t ionship b e t w e e n quant i ty and speaker order wil l be seen
indirectly. T h e asymmet r ic vers ions wil l inc lude the effects
of unma tched speaker order, level and splay angle as bo th
independent factors and in combina t ion . T h e scalar fac-
tor, i.e. the abil i ty to dupl icate the same effects in smal ler
(or larger) spaces us ing the same pr inciples of asymmetry ,
wil l also be seen.

Figure 6.40 Asymmetric level effects over
frequency for the coupled line source array
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Splay Angle Effects 
The first var iable we wi l l explore wi l l be splay angle. We
wil l beg in w h e r e we left off and add progress ive ly larger
bends to the l ine source we have b e e n examin ing . T h e pres-
ence of an angle , even a smal l one , creates an oppor tuni ty
for reduced spectral var iance that cannot be found in the
coupled l ine source. Isolat ion, or at least so m e t endency
toward isolat ion, is added to the su mmat ion equa t ion and
we wil l have the chance of reversing the relentless pat tern
narrowing. Figure 6.41 shows four different scenar ios wi th
success ive splay angle doubl ings . In all cases we are us ing
sixteen of the third-order speaker e lements wi th ident ical
dr ive levels. W h a t is revealed is a gradual emergence from
the familiar paral lel b e a m concent ra t ion behav io r toward
a n e w dominan t factor: b e a m spreading. We wil l see that
these two behav iors are the governors of the low- and
high-frequency ranges respectively, and they wil l m e e t a t
some point in be tween .

We beg in wi th the smal ler angle increment of 0.5 degrees
per e lement . The c o m b i n e d angle spread is then 8 degrees
(16 X 0.5 degrees) . T h e low-frequency response ( 1 2 5 H z )

is vir tual ly unchanged from the coupled l ine source (see
Fig. 6.38 for reference). Th is is no t surpr is ing since nei ther
an individual spread of 0.5 degrees nor a c o m b i n e d spread
of 8 degrees can be expected to have an apprec iable effect
upon e lements wi th 300 degree individual pat terns . As we
m o v e up to the 500 Hz range the change is also negl igible ,
for s imilar reasons. The 2 k H z response beg ins to show
some substant ive change . T h e pyramid convergence i s
be ing s lowed by the in t roduct ion of the splay angle a l low-
ing the expans ion of the beam. The 8 k H z response reveals
a sys tem at the crossroads. The response is frozen at the
wid th of the array, unable to converge to the center (beam
concentra t ion) or diverge a w a y from i t ( beam spreading) .

As the splay angle doubles to 1 degree we see the be a m -
spreading ac t ion b e c o m e more pervas ive . T h e affected
range m o v e s d o w n in f requency and the a m o u n t of angu-
lar spread opens up. The 16 degree spread is sufficient
to reverse the b e a m concentra t ion in the HF response .
The coverage is c lear ly defined as an angular area wi th
sharp and dist inct edges . The coverage shape created
by b e a m spreading i s dist inct from one created by b e a m

Figure 6 41(a) Splay angle effects over
frequency for the coupled point source
array
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Figure 6.41(b)

concentra t ion, even i f they are descr ibed as hav ing the
s a m e coverage angle. S ince coverage angle i s defined by
compar ing on-axis to the —6 dB point the dis t inct ion is
missed . The b e a m spread shape holds its O dB value over
the arc and then finally drops sharply t o -6 dB and more .
The b e a m concent ra t ion vers ion beg ins its decl ine as soon
as the on-axis point i s left. On ly the O dB and -6 dB points
can be expec ted to ma tch w h e n such pat tern shapes are
compared .

Le t ' s double the angle again. N o w we have 2 degree
splays creat ing a full spread of 32 degrees (Fig. 6 .41(b)) .
The 500 Hz response is n o w finding itself in the cross-
roads, whi le the upper ranges s h o w h igh ly deve loped
b e a m spreading. T h e final doubl ing (4 degrees) leaves on ly
the 125 Hz response left in b e a m concent ra t ion m o d e . We
have , however , r eached a significant mi les tone: the cover-
age pat tern over this e ight-octave span is near ly perfect ly
matched . Al l four responses s h o w —6 dB points approxi -
mate ly 64 degrees apart. The HF response has the m o s t
clear ly defined edges . The LF response has the b e a m con-
centra t ion shape bu t still reaches —6 dB at the same spot.

These four arrays can n o w be evaluated wi th our mini -
m u m var iance criteria. T h e y all show lower spectral vari-
ance than we found in the coupled l ine source arrays. The
spreading of the h ighs s t e m m e d the tide of endless nar-
rowing formerly found w h e n all e lements were in b e a m
concentra t ion m o d e a t all frequencies. The m i n i m u m spec-
tral var iance is found in the wides t of the four arrays. An
added bonus is that this wil l have the lowes t r ipple vari-
ance due to reduced over lap. We have found a m i n i m u m
var iance array: the symmet r ica l point source.

T h e success of this array type is not restr icted to third-
order speakers , bu t ra ther can be appl ied to all orders.
Refer to Fig. 6.42. Here we see four different recipes for
90 degree coverage , ranging from a single first-order speak-
er to a s ix-e lement coupled point source of second-order
speakers . In all cases the HF response falls in the 90 degree
range. As coverage angle decreases the quant i ty required
to fill the area rises. As quant i ty rises the low-frequency
response nar rows and the combing increases. A reduct ion
in spectral var iance is a ccompan ied by a rise in r ipple var i -
ance. Such are the tradeoffs we wil l be facing.
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Figure 6.42 Offsetting speaker order and
quantity effects over frequency for the
symmetric coupled point source array

Asymmetric Level Effects 
The fully symmet r ic coupled point source creates a radial
fan shape of m i n i m u m var iance. We wil l n o w invest igate
the effects of level asymmetry . Refer to Fig. 6.43. O u r e x a m -
ple 32 unit ar ray has a cons tant 1 degree splay angle . The
level is cont inuous ly tapered so that each cabinet receives
a success ively lower drive level . Note : such a cont inuous
taper is no t typical of the pract ical implementa t ion in the
field bu t is used here to provide a clear i l lustrat ion of the
trends.

An 8 dB level taper is obta ined by 31 success ive 0.25 dB
level drops. Natura l ly we have an asymmetr ica l reshaping
of the coverage pattern. Not i ce the difference b e t w e e n the
two lower-frequency ranges and the two high-frequency
ranges . T h e high-frequency ranges have b e e n sculp ted
into a shape that clearly shows the success ive level taper-
ing. As level falls the bel ly of the array is sucked in by an
increment a m o u n t in scale wi th our expecta t ions regard-
ing level and dis tance (see Fig. 6 .24) . This behav io r takes
on this mal leable form because we have some measu re o f

angular isolat ion. Cont ras t the m a t c h e d 8 k H z and 2 k H z
response here to the uninspi r ing efforts at level taper ing
explored previous ly for the l ine source array (Fig. 6.40).
The low-frequency ranges , however , bea r a m u c h closer
resemblance to the l ine source scenar io because the 1 
degree angular splay does not provide sufficient isola-
tion to b reak out of b e a m concentra t ion m o d e . Therefore,
these ranges act more l ike a shor tened l ine source array
and we again see the b e a m center r ising wi th frequency.
I f the b e a m remained centered on the array geomet r ic axis
i t w o u l d conflict wi th the direction in wh ich equa l level is
spread in the upper f requency ranges . The posi t ion where
the b e a m w o u l d focus wi thout level taper ing is indicated
by the dot ted b lue l ine. T h e desirabil i ty of lifting the b e a m
is immedia te ly apparent , as is the fact that the 500 Hz range
is lifted to an extent that i t resembles the HF responses .
T h e excess over lap of the LF response m a k e s for heavier
lifting at 125 Hz and the effects are min imal .

As the level taper increases , the sculpted shape of the
b e a m spread response b e n d s further outward . The result
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Figure 6.43 Level asymmetry effects ov        

is that the angle of the line of equal level is ben t d o w n w a r d
(Fig. 6 .43, r ight s ide) . If we visual ize this array as a sect ion
v i e w we can see that the increased level taper m a k e s i t m o r e
sui table for the lesser rake angle in the audience seat ing.
An unambiguous steering control has b e e n revealed that
a l lows us to form-fit the response over a ti l ted surface. T h e
steering i s h igh ly effective w h e n we have angular isolat ion
and less so w h e n the overlap is high. Therefore, the ease of
steering is genera l ly inversely propor t ional to frequency.
T h e 16 dB taper ing scenario also reveals a s l ight ly larger
degree of b e a m lifting in the lower frequencies (125 Hz
in this example ) . The extent of the change does little
more than keep up wi th the increas ing s lope of the HF
responses . No significant g round is ga ined or lost in the
race toward steering all f requencies together.

I t is wor th no t ing that the low-frequency ranges are less
"cont ro l led" as a result of the level tapering. Wi th all levels
at full the b e a m is the narrowest , w h i c h is the proper ty typ-
ical ly s y n o n y m o u s wi th the normal ly desi rable pa ramete r
of "control." I f we r emove the level taper, the increase in

control comes at the cost of p lac ing the b e a m center in the
w r o n g posi t ion. Less control i s the consequence of level
tapering, and the reduced apparent line length centers
the b e a m on the level dominan t array e lements : the upper
units. T h e loss of control c o m e s wi th the b o n u s of steering
the b e a m in the direct ion of the m i n i m u m var iance fre-
quency response shape.

N o w let 's examine this array in terms of our var iance
evaluat ion parameters : level , spectral and r ipple. In te rms
of level we have a clearly defined line of equal level that
is modif iable by the taper amount . The shape is he ld over
frequency and shows m a n y of the trends recent ly explored
in the symmet r ica l point source. The m i n i m u m var iance
i s found w h e n b e a m spreading and b e a m concent ra t ion
meet . In this asymmetr ica l case , however , the coverage is
no longer definable as an angle , bu t rather as a shape. The
beam-spread ing response c lear ly del ineates the shape and
can be s o m e w h a t precisely tai lored to fit the space . The
task for the b e a m concent ra t ion range is u p w a r d response
steering toward the direct ion of the spread.
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It is wor thwhi l e to ponder the quest ion of priori t ies at
this juncture . Le t ' s a s sume that we cannot a lways ach ieve
m i n i m u m spectral var iance over the full range . W h i c h
range w o u l d be the bes t to focus on and w h i c h to let go. We
k n o w al ready that the HF range wil l be easiest to control ,
whi le the LF range wil l usual ly be over lapped and there-
fore more chal lenging. We also k n o w that our efforts to
control the LF range by b e a m concent ra t ion m a y backfire
on us by over-s teer ing the upper ranges . The answer to our
priori t izat ion lies in the room. The s p e a k e r / r o o m s u m m a -
tion wil l be a far more dominan t factor in the LF range
than the HF (unless we have a really b a d room) . There -
fore we h a v e to expec t that the l o w end wil l be s t rongly
affected. If our shape is not a m a t c h in the l o w end it is
still poss ib le to get usable energy from the s p e a k e r / r o o m
summat ion . B e y o n d the LF b a n d the room ' s contr ibut ions
wil l be too late to provide m u c h usable addit ion, wi thou t
cost ly combing . Therefore we m u s t pr ior i t ize d o w n w a r d
wi th frequency. First pr iori ty is to ma tch the h igh mids to
the h ighs . T h e n we add the low mids . I f we m a k e i t all the
w a y to the lows we can b reak out the champagne .

N e x t le t ' s look at f requency response shape over lis-
tening posi t ion. C a n we m a k e a run from on-axis far to
off-axis near? Yes we can, in one direct ion. T h e other side
has no coverage anyway! An equal level l ine runs directly
a long this path, and the f requency response wil l be quite
consis tent as we m o v e a long the hypo tenuse l ine. Recal l
that this m e a n s we have h igh prospects for m a t c h e d spec-
tral tilt. An equal iza t ion solut ion can be e m p l o y e d which
wil l benefit a substant ial area.

The final cons idera t ion for this ar ray is r ipple variance.
As we k n o w from our in-depth s tudy of summat ion , the
spatial c rossover areas wil l exhibi t substant ia l r ipple in
their over lap areas. In this case there are 31 asymmetr ica l
spatial c rossovers , each of wh ich wil l have some measure o f
volatility. This par t icular example features a 1 degree splay
angle so the a m o u n t of over lap is substantial . There are,
however , two significant factors wh ich reduce the ripple:

1. The angular splay and level taper ing reduce the amoun t
of double , triple and quadruple over lap, etc., as w o u l d
be found in the symmet r i c coupled l ine source array.

Figure 6.44 Effect of number of level
increments over frequency for the
asymmetrical coupled point source array
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We are no longer in the acute tr iangle area of s u m m a -
tion var iance , bu t rather the obtuse t r iangle that leads
toward isolat ion.

2 . T h e t ime offsets can be low (provided the boxes are
smal l and t ightly configured) due to the min ima l dis-
p lacements b e t w e e n the over lapp ing sources .

We can conc lude that the level tapered asymmet r ica l cou-
p led point source has substant ia l potent ia l for m i n i m u m
var iance per formance in all three categories .

Level Increment Effects 
H o w m u c h effect does the n u m b e r of level taper incre-
men t s have on the ou tcome? I f we get 16 dB of level taper,
does i t mat te r whe the r it 's done in thir ty- two steps or
two? We can immedia te ly guess that there wi l l be some
effect, bu t h o w m u c h and a t wha t f requency? The answer
is as incrementa l as the quest ion. T h e finer we slice the
response the smal ler wil l be the tatters on the edges . The
example s h o w n in Fig. 6.44 shows the response wi th thirty-
two and four increments respectively. The differences are
confined a lmost ent irely to the h igh-f requency range, the
area wh ich has the mos t isolat ion b e t w e e n e lements . S ince
isolat ion and individual ized response control go h a n d in
hand , this o u t c o m e is not surpris ing. There is no mis tak-
ing the effects, however . The four-step scenar io leaves tell-
tale f ingerprints in the 8 k H z response . The key concep t
here is that the incrementa l level changes are a direct cause
of spectral var iance . The HF shape b e c o m e s unma tched to
those w h o s e edges are smoo thed over by greater amoun t s
of over lap.

T h e squar ing of the HF response shape wi l l r ise as e le-
m e n t isolat ion increases. I f the splay angle were opened and
isolat ion increased, we w o u l d expec t to see more obvious
break points and for the effect to b e c o m e st ronger a t l ower
frequencies. An array of a first-order sys tem requires the
lowes t ratio of e lements to increments ; whi le a third-order
sys tem is the m o s t capable of grouping mul t ip le e lements
on a single channe l of processing. There is a pract ical t rade-
off b e t w e e n level increments and spect ra l var iance . Fine
sl icing has s ignal process ing and amplif icat ion costs , more

steps in the opt imizat ion process and increased oppor tu-
ni ty for wi r ing errors. The coarse approach ties our hands
in te rms of taper ing the level of the array to create the
overal l desired shape ( m i n i m u m level var iance) wi thout
creat ing the spectral var iance that comes wi th squared
response edges .

F r o m the m i n i m u m var iance point of v i ew we have a 
s imple parad igm: w h e n e lements have fixed angles and
asymmet r ic coverage dis tances they require asymmet r ica l
dr ive levels to achieve m a t c h e d levels.

Speaker Order Effects 
We have prev ious ly v i e w e d the effect of speaker order
on the behav io r of l ine source arrays (Fig. 6 .37) . We wil l
n o w briefly visi t the same concep t for asymmet r ica l cou-
pled point source arrays by v iewing second- and third-
order arrays wi th near ly m a t c h e d paramete rs (Fig. 6.45).
The overal l length of the arrays, the overal l angle splay
and the level taper ing (both overal l level and n u m b e r of
increments) are ma tched . T h e individual coverage and
quant i ty of e lements are different, of course , wi th the third-
order units hav ing a larger quant i ty of na r rower e lements .
The responses reveal substant ia l areas of s imilar i ty and
some impor tan t differences. T h e extent of the similari t ies
strongly sugges ts that array configurat ion is a far more
decis ive factor than the nature of the individual e lements .
Arrays c o m p o s e d of different e lements wi th m a t c h e d con-
figurat ion have greater s imilari ty than m a t c h e d e lements
configured differently.

Al l four f requency ranges show the same bas ic shape .
Both arrays w o u l d mee t the bas ic m i n i m u m spectral var i-
ance criteria as found in the last example (Fig. 6 .44) . B e a m
spreading in the upper f requency ranges and b e a m steer-
ing in the lower ranges is found in bo th arrays.

T h e high-frequency responses of the two arrays have a 
s imilar overal l shape in their pr incipal area of coverage ,
as s h o w n by the orange line. O n e notable difference is in
the HF coverage above the top e lement in the array. The
second-order sys tem, wi th its wider e lements , has more
leakage above the array top.
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Figure 6.45 Speaker order effects over
frequency for the asymmetric coupled point
source array

mix artist — this is essentially what 
a comprehensive optimization 
allows you to do — wipe the room 
clean.

George Douglas 

The low and low-mid responses s h o w the s a m e focus
point for the ma in beams . This is expec ted due to their
comparab le l ine length and level taper. The r ipple var i -
ance is h igher in the second-order sys tem due to the larger
d isp lacements b e t w e e n the smal ler n u m b e r s of e lements .

W h a t can we conc lude from this? M i n i m u m spectral vari-
ance can be ach ieved wi th this configurat ion regardless of
speaker order, p rovided offsetting quanti t ies are applied.
As speaker order increases we wil l have the potent ia l
advantage of increased power , due to the use of more e le-
men t s e m p l o y e d to create a g iven shape.

Combined Asymmetric Splay Angle and Level Effects 
There are two pr incipal m e c h a n i s m s that can steer the l ine
of m i n i m u m var iance on the diagonal : level a s y m m e t r y
and angular asymmetry . The two effects can be used in
t andem to p roduce a c o m b i n e d effect wh ich exceeds ei ther
of their individual efforts. The individual effects of level
taper ing and angle tapering are s h o w n separate ly and
c o m b i n e d in Fig . 6.46. These different m e c h a n i s m s can

create ve ry s imilar shaping effects over the full spect rum.
The extent of the s imilar i ty wil l , o f course , depend upon
the amoun t of a symmet ry in either category. The com-
b ined effect indicates that these two m e c h a n i s m s can be
used in t andem, to create h ighly asymmet r ic arrays wi th
m i n i m u m spectra l var iance.

Combined Asymmetric Speaker Order, Splay Angle and 
Level Effects 
Anothe r form of the a symmet r ic point source features
u n m a t c h e d e lements . There are, of course , un l imi ted pos-
sibilities in this regard. O u r representat ive example (Fig.
6.47) wi l l be another vers ion of the " l ayered" array, where
we put together success ive ha lv ing of coverage angle , level
and splay angle. The result is a curved l ine of m i n i m u m
var iance in the familiar fashion of the asymmet r i c point
source. This i l lustrates the w id e var ie ty of opt ions avail-
able to us to create this bas ic shape. As prev ious ly noted,
the isolated areas of the frequency response are the mos t
respons ive to asymmet r i c control techniques .

Perspectives: Starting 
with a blank palette is a 
wonderful thing for the 
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Figure 6.46(a, b) Separate and
combined asymmetric level and angle
effects over frequency for the coupled
point source array
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Note that the example here is of a smal l array and there-
fore the LF steering is qui te l imited. The reduced scale is
the reason beh ind this, ra ther than some inherent proper ty
in mix ing speaker orders. T h e super ior LF control of the
previous ar rays is at tr ibutable to their m u c h larger size.
Scal ing wil l be addressed next .

Scalar Effects 
T h e next parameter under invest igat ion is the extent to
wh ich we can scale the a symmet r i c point source array.
I f we main ta in the same overal l angle and level relat ion-
ships from top to bo t t om wil l the s a m e coverage shape
emerge? Will the shape hold over f requency? The answer
is a qualif ied yes , wi th the h ighes t scalar correlat ion be ing
achieved as f requency rises. For our example (Fig. 6.48) we
wil l e m p l o y our familiar pa ramete r doubl ing technique
and observe the trends. In this case we wil l s imul taneous ly
double and ha l f parameters as required to create scaled
condi t ions . W h e n quant i ty i s ha lved , the splay angle i s
doubled so that the overal l angular spread is preserved .

As quant i ty is ha lved the mode led space is ha lved as wel l
so that all d imens iona l relat ionships are preserved . The
unchanged parameters include the individual e lements ,
and the overal l con t inuous level taper from top to bo t tom.
Note that the smal ler arrays main ta in a l ine length in pro-
por t ion to the graph size, bu t this is smal ler in absolute
terms. S ince the frequency (and therefore wave leng th) is
no t rescaled we can expect to see changes related to the
line length.

The first t rend to no te is found in the ranges from 2 k H z
and above . T h e overal l coverage shape is funct ional ly iden-
tical in all three cases. We have immedia te val idat ion that
behav io r of isolated array e lements is scalable . Al l three
arrays s h o w similar b e a m spreading behav io r over the 32
degree angle and 8 dB level taper.

Note : the 8 k H z response of the small-scale array gives
the appearance of hav ing increased r ipple var iance . This
is pr incipal ly a by-product of the rescal ing of the predic-
t ion p rogram ' s resolut ion, rather than solely an acoust ic
response. S ince the large array is predic ted in a 4x larger

Figure 6.47 Separate and combined
asymmetric level and angle effects over
frequency for the coupled point source array
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space the 8 kHz wavelengths are 1/4 scale. The result is the
visual smoothing of the ripple variance, not the acousti-
cal elimination of it. Bear in mind that spectral variance
is the primary focus of this section and for this reason the
prediction resolution is limited to emphasize the spectral
trends.

Now let's move down to the 500 Hz range. Beam concen-
tration is the dominant mechanism here, and therefore the
actual line length, not its scalar ratio, will determine the
coverage pattern in this range. In all three cases the posi-
tion of the geometric beam center is the same. The capabil-
ity to steer the response above the geometric center point
is related to the line length and the extent of the asym-
metry. The upward beam steering for the small-scale array
is far less than the larger arrays due to the reduced line
length. A similar trend is found in the 125 Hz range, with
only the largest array showing significant lift capability.

We can conclude then that the scalar quantity is primar-
ily a power capability and low-frequency steering issue.

As quantity increases the power capability rises, albeit at
the cost of increased ripple variance. This is as fair a trade
as we can expect. As the quantities decrease we can expect
to find increased spectral variance since the LF shape will
have less conformity to the HF shape.

Hybrid Line/Point Source
Multiple unit arrays can be configured as a hybrid of both
line source and point source systems. This is common
practice in many applications utilizing third-order speak-
ers that are marketed as "line array" devices. Most mod-
ern system designs do not place all of the array elements
in a straight vertical line. At the very least designers feel
compelled to point one or two enclosures at the bottom
of the array toward the early row of seats. This is the " J "
array referred to in the opening of this chapter.

The hybrid array is inherently asymmetric. Therefore
our discussion will proceed immediately to investigat-
ing that factor. The upper section of the array will act as

2 9 1

Figure 6.48 Scalar effects over frequency
for the asymmetric coupled point source
array
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a symmetric coupled line source, while the lower section
will act as some version of the coupled point source. The
key parameter is the transition point between the arrays
which is inherently an asymmetric spatial crossover. The
position and degree of asymmetry of the spatial crossover
will be the result of the relative quantities of elements in
the two array types.

As usual we will conduct a series of doubling scenarios
to isolate the effects. In this case we will modify the pro-
portion of line source and point source components. The
overall element quantity remains 16 in all cases and the
orientation of the top and bottom elements remains fixed.
The line source section is presented only in symmetrical
form, since we have previously shown the lack of merit
in level tapering this array type (see Fig. 6.40). The point
source section is shown in both symmetric and combined
level plus angle asymmetric forms.

The line source components comprise two, four and
eight of the sixteen total elements in the different scenarios.

The results are shown in Fig. 6.49. We will begin with eight
elements of each type. In this case the high-frequency
ranges clearly show the two array types as coexisting in
separate worlds. The eight line source elements project
a perfectly focused beam that we recognize as standard
beam concentration behavior, while the bottom eight
point source units give us the standard HF beam spread-
ing behavior. The resulting shape is that of a gun pointed
at the rear of the hall. (We have modernized things and
replaced the coverage bow with the coverage gun.) We
are unlikely to encounter a room with an audience spread
along this shape.

The reason that these two array types don't mix is that the
beam concentration behavior steers the energy away from
any components that are inclined toward beam spread-
ing. The concentration increases the on-axis level and
narrows the beam and takes it out of reach of the spreading
components. The energy from the spread beam elements
is unable to merge with the slope of the parallel pyramid.

Figure 6.49 Level and splay angle
asymmetry effects over frequency for the
hybrid coupled line/point source array



293

Figure 6.49 (Continued) 

As we move down in frequency we find that the increas-
ing overlap eventually causes the beam concentration to
dominate in both array types. The combined response then
takes the shape of the typical asymmetric point source.

We are trying to mix two shapes that cannot possibly be
married together over distance: a variable pyramid and
a fixed arc (see Fig. 6.50). Let's start with the pyramid.
The line source, until it has completed the parallel pyra-
mid, does not have a defined coverage angle but rather a 
defined physical width. The distance where the summit is
reached, and the coverage angle that emerges, is hugely
variable over frequency. The amount of spectral variance
we have over a given width inside the pyramid will change
over distance. It is never constant. Now on to the arc. The
coupled point source is defined by a coverage angle. We
don't have to go far at all for the angle to become rock
solid over distance. It is fixed over unlimited distance and
if well-designed, it is fixed over frequency. The amount of
spectral variance we have across the coverage angle will be
stable over distance. Now how in the world are we going
to put these things together to create a combined response

shape that is stable over distance over frequency? I do not
have an answer to that.

Let's continue. Let's try reducing the quantity of
line source units. This reduces the on-axis addition and
retards the narrowing of the line source beam. The effect
is so minimal as to be almost negligible. The HF responses
show a slight thickening in the merger area between the
beam concentrating and spreading zones. We still have
a loaded gun aimed at the audience. Even if we reduce
the line source proportion to just two units, the gun shape
persists. As few as two elements at zero degrees provide a 
beam concentration which puts it out of reach of neighbor-
ing beam-spreading elements.

One additional scenario shown here is a "log" angle taper,
a practice recommended by one of the manufacturers of
"line array" speakers. This is actually a form of the asym-
metrical point source, since no angles are 0 degrees. The
initial angles are so minute (0.2 degrees) that the isolation
is negligible and results are closer to the hybrid arrays than
to the asymmetrical point sources covered earlier. The
gun barrel remains in view for the HF responses.



294

Figure 6.50 Coverage shapes for the
components of the hybrid coupled line/point
source array

Asymmetric Splay Angle and Level Effects 
Before leaving the hybrid arrays let's take a moment to
consider the effects of level tapering as shown in Fig. 6.51.
Since we have previously shown the lack of merit in level
tapering the coupled line source, we will limit the taper-
ing to the point source elements. The level taper in all
cases is gradual and reaches a total of 8 dB at the bottom.
The results do not provide any evidence of improvement
in the separation between the line and point source sys-
tems. Only the HF range in the area covered exclusively
by point source elements shows any substantive change.
The difference in shaping does create a combined shape
that is much closer to one we might find in the field.
The gunpoint beam, however, would still blow a hole
through the back of the hall.

Uncoupled Arrays

Our study of coupled arrays revealed that the creation
of consistent level contours over frequency is extremely
challenging. In even the best of circumstances we can

only hope to provide a reasonable approximation over the
maximum frequency range and listening area. This, how-
ever, is a "walk in the park" compared to the hazards we
will meet with uncoupled arrays. A review of Chapter 2 
will remind us of the spatial properties of summation,
which will affect all frequencies differently as displacement
becomes a dominant parameter. When substantial dis-
placement and overlap are found together, all hope of
minimum spectral variance goes with it. There are a lim-
ited number of directions we can go where we can hold
the forces at bay for a defined area. This section cannot run
through all of the possible iterations, but instead will focus
on the directions where limited success is possible.

Uncoupled arrays have three directions in which we can
create a reasonably consistent shape: lateral, radial and
forward. Example applications will reveal the trends in all
three of these directions.

Uncoupled Line Source
We begin with the symmetric version of the uncoupled line
source as shown in Fig. 6.52. The minimum variance area
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Figure 6.51 Level and splay angle
asymmetry effects over frequency for the
hybrid coupled line/point source array
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runs from 50 per cent to 100 per cent of the aspect ratio as
discussed previously in this chapter. Because there is no
angular isolation, our coverage range depth is limited by
ripple variance. Success is measured by the consistency of
the start and stop points for the coverage. Therefore a con-
sistent shape for the array requires a consistent shape in
the original elements, which favors the first-order speaker.
As speaker order increases, the start and stop areas move
forward only in the highs, leaving the mid-range and lows
behind. As spacing widens the start and stop points will
scale proportionately. Frequency does not scale, so the rip-
ple variance will differ with displacement. The effects of
these variables are shown in the figures in Chapter 2 and
for brevity are omitted here.

Offsetting Effects of Level, Spacing, and Speaker Order 
We move forward now with an example of shape shift-
ing with the uncoupled line source. The variables are
relative level, spacing and speaker order. There are an
infinite number of ways to mix these three variables. For

brevity and illustration we will show how the offsetting
of these variables can be used to create an asymmetric
combined shape. This is a variation of the layering tech-
nique we applied previously to the asymmetric coupled
point source.

We begin with a series of first-order elements with asym-
metric log spacing and level as shown in Fig. 6.53. Log
spacing in this case is a halving of the displacement with
each successive element. The offsetting log level change is
6 dB per element. The lower elements are delayed so as to
create a series of phase-aligned spatial crossovers marked
as blue circles. The result is an angled series of equal level
contours favoring the louder elements similar to the asym-
metric point source. The shape is fairly consistent over
frequency because of the low order of the elements. The
low-frequency ripple variance is due to the lack of isola-
tion among the uncoupled elements.

Next we can view the same relationship with second-
order speakers as shown in Fig. 6.54. The spacing is
reduced proportionally due to the higher aspect ratio of

Figure 6.52 Coverage shape over frequency
for the uncoupled line source array
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Figure 6.53 Offsetting level and spacing
angle asymmetry effects over frequency for
the uncoupled line source array (first-order
speakers)

the elements. The offsetting log proportions of spacing
and level remain but the physical displacement changes.
The resulting shape shows a forward extension of the
high-frequency coverage as would be expected. The
resulting shape is less stable over frequency than its first-
order counterpart due to larger amounts of overlap below
the directional HF range. The increase in angular isolation
does not offset the increased proximity between the ele-
ments below the HF range. The expanding beamwidth
over frequency causes a steady upward bend in the com-
bined shape as frequency falls.

The key concept here is one of compromise. We gain a 
limited shape extension but pay a price in spectral vari-
ance. The third-order system (not shown) is proportion-
ally less stable over frequency as would be expected.

A third scenario (Fig. 6.55) introduces asymmetry in the
element coverage angle by using speakers of mixed orders.
In this case the aspect ratio for each element is approxi-
mately double the previous, which replaces the log spac-
ing as the offset parameter against the log level taper. The

spacing is linear. The resulting shape is a curve that holds
its shape though the highs and mids. Once again we have
isolated beam spreading in the highs. The low-mids and
lows are too far displaced to create coherent beam con-
centration. What is seen is the ripple variance that results
from the uncoupled beams passing through each other.

We can also travel forward at the same time. This gives
us a variable origination point that becomes part of our log
offset equation. We will begin with a first-order speaker
element which has log spacing in both the lateral and for-
ward directions and the usual log level taper (Fig. 6.56).
The crossovers are phase aligned, resulting in a flat line
of matched level in front of the array. This is an important
but illusory milestone, as it can not be maintained over
distance due to asymmetrical doubling distance losses
between the near and distant sources (see Fig. 6.25). The
transition can be made gradual enough that the shape pro-
vides a viable target for merging forward and laterally dis-
placed systems. As frequency falls the early lines of equal
level bend inward toward the louder elements.
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Figure 6.54 Offsetting level and spacing a            
speakers)

Figure 6.55 Offsetting level and spacing
angle asymmetry effects over frequency for
the uncoupled line source array (mixed order
speakers)
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Figure 6.56 Offsetting level, point of origin
and spacing angle asymmetry effects over
frequency for the uncoupled line source array
(first-order speakers)

Offsetting Effects of Origin, Level and Spacing 
We can also view the same type of scenario with second-
order speakers as shown in Fig. 6.57. Consistent with pre-
vious trends we find that the usable area and frequency
range are both reduced proportionally.

It may be difficult to grasp the practical application of
these scenarios. It would be highly unusual to design a 
system with such a series of sequenced relationships. The
intent is to show the mechanisms that control these interac-
tions and present them as optional tools. By doubling and
tripling the effects, the trends pop out. The obvious con-
clusion is that any uncoupled array form is range-limited
in two categories: distance and frequency range. Distance
buries us with ripple variance. As frequency falls we lack
isolation even at close range and the ripple arises again.

It would all be well and good to conclude that use of
such arrays should be abandoned in favor of the power-
ful and low-variance coupled arrays. But we can't. The
place where these asymmetrical uncoupled line and point
sources come into play is when we get to the big picture.

Step back and look at these figures and replace the individ-
ual elements with coupled arrays. At the top are the upper
mains on the top of the proscenium side wall. Next are
the lower mains that are flown three meters off the deck.
Then we have the front fills. The combination of these
coupled arrays will behave as the asymmetric uncoupled
arrays found here. The big picture is a weave of the little
ones.

Uncoupled Symmetric Point Source
The radial expansion method is very well known to us
from previous discussions in both Chapter 2 and the level
variance section here. The uncoupled point source array
has an arc of minimum level variance whose start and stop
points are determined by displacement and angular over-
lap. The response of a second-order system is shown in
Fig. 6.58. The enclosed area shows a high degree of level
conformity over frequency, albeit not immune to ripple
variance. Even the response in the low-frequency range
shows a higher degree of correlation than the previous
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Figure 6.57 Offsetting level, point of origin
and spacing angle asymmetry effects over
frequency for the uncoupled line source array
(second-order speakers)

Figure 6.58 Coverage shape over frequency
for the uncoupled point source array
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scenarios. The uncoupled point source can be made asym-
metrical in a variety of forms: level, angle and speaker
order. The trends of these actions are largely consistent
with those we have just studied.

Uncoupled Asymmetric Point Destination
Sources that are forward-displaced and operated at differ-
ent levels will have a limited depth of interaction. The deci-
sive factors are the distance and level ratios. At some point
along the forward line the two sources will have matched
levels, this being the spatial crossover point. Continuing
in a forward direction away from both sources will cause
each of the sources to lose level. The rate of level loss will be
asymmetrical since it is based on the different doubling dis-
tances from the sources. The rate at which the more distant
speaker becomes dominant in level increases with the dis-
tance ratio. The size of the affected area is inversely pro-
portional to the level ratio. The relationship of these two
factors was shown previously in Fig. 6.24.

In our example scenario (Fig. 6.59) the spatial crossover
point is created at the same distance in all cases. The vari-
able factors, distance ratio and level ratio are matched in
order to create a matched combined response at the lis-
tening position. The combined level at this position, not
coincidentally, is matched to the mid-point in the depth of
coverage from the primary source.

Let's begin with a distance ratio of 2:1. This might be
20 m and 10 m respectively, or any scalar equivalent. This
distance ratio from a single source would create 6 dB of
level difference by the inverse square law, and that will be
duplicated by our adding 6 dB of attenuation to the for-
ward speaker. The result is they both arrive at the meet-
ing point at equal level and combine for 6 dB of addition.
Forward of the meeting point we see the loss rate over dis-
tance is greater for the forward speaker. The result is that
the forward speaker slowly drops out of the combination
equation as we move onward. The remaining iterations
move in doubling distance ratios and 6 dB incremental
level reductions. The result is a constant level at the spa-
tial crossover point but a steady reduction of the range

of interaction both before and after the spatial crossover
point. The high ratios decrease the ill effects of "backflow"
from the remote speaker, but also reduce its range of addi-
tive forward power.

The typical delay speaker scenario is an inward angled
uncoupled point destination array. The role of the for-
ward speaker is to improve the ratio of direct sound over
the reflected and to reduce the propagation level loss due
to inverse square law. Three different delay scenarios are
shown in Fig. 6.59 with varying ratios of distance and level.
These scenarios add some realism to the previous discus-
sion which focused on pure level, with no angular compo-
nent or ripple variance considerations. The three combined
scenarios are compared to a baseline of the response with
no delay speaker. In the three combined cases the speak-
ers create a phase-aligned crossover at the same point. The
distance ratio, the angular relationship and the relative
level are all adjusted to create a matched meeting point.
Both the main and delay speaker are second-order.

We will begin with discussion of the low-frequency
response. In all cases the level in the spatial crossover
area is raised by 6 dB from the baseline (top row), which
is the sonic equivalent of moving the listeners forward to
the center of the room. The 2:1 scenario is able to substan-
tially arrest the level loss at the rear of the room but this
comes at the cost of ripple variance in the local area of the
delay speaker. The ripple is highest between the sources,
especially near the back of the delay speaker. This is due
to the time offset between the sources, which are set to
be phase-aligned at the spatial crossover. This "backflow"
area behind the delay speaker is a recognizable feature of
our triangulation discussion: it is on the straight line of
maximum ripple variance between two sources (see Fig.
6.5). The 4:1 ( - 1 2 dB) and 8:1 ( - 1 8 dB) scenarios have less
forward addition and proportionally less backflow.

A secondary factor is the angular orientation of the
speakers in its own right. Figure 6.60 shows the effects of
various angular orientations with the same distance ratio.
Whereas the level ratios just discussed create an area of
equal level, each angular orientation creates a different
line of equal time. The assumption is that the delay has
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Figure 6.59 Level and distance ratios applied
to the asymmetric uncoupled point destination
array

been synchronized at the spatial crossover. The equal
time contours are marked "sync" on the drawing. This
line indicates the locations that remain equitemporal
between the speakers. Additional lines can be seen that
show the incremental time offsets of 1 ms up to 5 ms apart.
The 5 ms limit indicates a range where the comb filtering
effects would extend down to 100 Hz, low enough to
degrade the entire working range of most delays.

In some cases the delay speakers lead the main and in
some cases, vice versa. There are several important trends
to note. The first is the fact that as the angular offset
increases, the size of the usable area (inside the 5 ms lim-
its) decreases. A second trend line lies in the relationship
of time offset and level offset. Note that the area behind
the spatial crossover (from the main speaker viewpoint)
shows the delay speaker ahead of the mains. Recall that the
doubling distance loss rates are asymmetric and therefore
the level offset favors the main speaker. What we have
here are offsetting factors in the battle for sonic image
(see Chapter 3). As we move back in the hall the image
stays constant due to the offsetting factors. As we move

forward of the spatial crossover we find the main lead-
ing in time, and (until we move off-axis) the delay lead-
ing in level. Again the competing offsets create an image
stalemate.

The mid-range plots show the effects of increased direc-
tional control as frequency rises. The range of interaction
is reduced at the same time as the ripple sensitivity (due to
shorter wavelengths) is increased. The result is decreased
backflow ripple but we are subject to increased ripple in
the forward interactive area.

Note also the effects of the changing angular relationship
between the sources as the distance ratio changes (Fig. 6.59
again). The inward orientation angle of the point destina-
tion array increases as the delay speaker moves back in the
hall. This causes increased ripple variance over the space
that is consistent with our findings regarding the angular
affects of point destination summation (see Figs 2.81-2.88).
Finally we reach the 8 kHz range where the directional
isolation has reached its maximum. Backflow is negligible
and the range of addition is small. Such small additions,
however, are progress toward our goals. We have improved
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the front/back level uniformity and decreased the direct
to reverberant ratio (another form of reduced ripple
variance) in the rear. The latter statement is true despite
the variance levels revealed here. The dominant force
in ripple variance at the rear of the hall would be room
reflections, and our refreshed direct sound, even with the
ripple shown, has a high prospect for overall ripple reduc-
tion. Finally we have reduced variance in the frequency
response shape, since we can expect that the main speaker
response will have HF air loss, which will be restored by
the forward speaker.

Minimum Ripple Variance
The subject of ripple variance has already been covered in
depth in Chapter 2. The spatial distribution of the ripple
variance should now, hopefully, be further clarified by the
work done in this chapter. In summary we can conclude

the following: minimum ripple variance results from
angular or level offset isolation (or both) mixed with
source displacement. As displacement rises, our need for
isolation increases.

Subwoofer Arrays
Subwoofers present a unique chance to design arrays
outside of the rule set found for full-range speakers. Sub-
woofer arrays have two unique features that open the door
of opportunity. The first is that subwoofers are in separate
enclosures that cover only a three-octave range (approxi-
mate). The second is that the large wavelengths within the
subwoofer range are able to diffract around neighboring
objects, most notably other subwoofers. We would not
think for a moment of placing a full-range speaker facing
directly into the back of another such speaker (DJs except-
ed). With subwoofers this is an option, and a very useful
and practical one at that.

Figure 4.60 Angular orientation effects applied to the asymmetric uncoupled point destination array
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efficient for cancellation behind 
the array. Each sub was separated 
by 38" with corresponding delay 
placed on all but the rearmost sub 
which had no delay relative to the 
other three pairs. While standing 
out front gain increased as each 
element was turned on. Standing 
in back revealed successive 
amounts of cancellation resulting 
in a very "clean" stage missing the 
usual low-frequency buildup. This 
pleasantly surprised not only the 
monitor mixer but the performers. 

Dave (Db Dave) Dennison 

Individual subwoofers come in two basic flavors, omni-
directional and cardioid. The omnidirectional version, like
its microphone counterpart, is not truly omnidirectional,
especially as frequency rises. This is important as we will
soon see. The cardioid versions consist of front and rear
firing drivers that use phase offset to create coupling zone
summation at the front and cancellation zone summation
at the rear. These are engineered products and if done
well can produce a substantial rear rejection over a wide
frequency range. The advantages of cardioid steering
are self-evident. Consult the manufacturers for details.

Directional arrays can be created with combinations of
individual omnidirectional units. There are, as usual, vari-
ous options available and we will, as usual, isolate their
effects and see where it leads. We will limit the discussion to
coupled arrays. Suffice to say that, with the notable excep-
tion of the cardioid subwoofer, the behavior of uncoupled
subwoofer arrays fails the minimum variance test in the
first degree. There is simply too much overlap. Let's take a 
look at the coupled options.

1. forward arrays: end-fire arrays, dual element in-line
2. lateral arrays: the coupled line source
3. radial extension: the coupled point source.

These are familiar iterations that we have studied before.
We will begin with the forward arrays.

End Fire
Multiple subwoofers can be placed in a forward line, one
behind the other at a predetermined spacing. Delay is added
to all but the last of the speakers in a timed sequence that
synchronizes the forward speakers to the wavefront pass-
ing over it from the units behind. This is the same con-
cept as we would use to time a series of delay towers in
a stadium, but on a miniature scale. The small scale gives
us sufficient proximity to provide repeated coupling zone
summation in the front and to stack up cancellations in
the rear. The spacing/delay relationship must be carried
out fairly precisely. The most common version uses a fixed
spacing and delay series. Each forward speaker contains

Figure 6.61 End-fire subwoofer array configurations

Perspectives: The end-fire 
subwoofer arrangement 
proved to be extremely 
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efficient for cancellation behind 
the array. Each sub was separated 
by 38" with corresponding delay 
placed on all but the rearmost sub 
which had no delay relative to the 
other three pairs. While standing 
out front gain increased as each 
element was turned on. Standing 
in back revealed successive 
amounts of cancellation resulting 
in a very "clean" stage missing the 
usual low-frequency buildup. This 
pleasantly surprised not only the 
monitor mixer but the performers. 

Dave (Db Dave) Dennison 

Individual subwoofers come in two basic flavors, omni-
directional and cardioid. The omnidirectional version, like
its microphone counterpart, is not truly omnidirectional,
especially as frequency rises. This is important as we will
soon see. The cardioid versions consist of front and rear
firing drivers that use phase offset to create coupling zone
summation at the front and cancellation zone summation
at the rear. These are engineered products and if done
well can produce a substantial rear rejection over a wide
frequency range. The advantages of cardioid steering
are self-evident. Consult the manufacturers for details.

Directional arrays can be created with combinations of
individual omnidirectional units. There are, as usual, vari-
ous options available and we will, as usual, isolate their
effects and see where it leads. We will limit the discussion to
coupled arrays. Suffice to say that, with the notable excep-
tion of the cardioid subwoofer, the behavior of uncoupled
subwoofer arrays fails the minimum variance test in the
first degree. There is simply too much overlap. Let's take a 
look at the coupled options.

1. forward arrays: end-fire arrays, dual element in-line
2. lateral arrays: the coupled line source
3. radial extension: the coupled point source.

These are familiar iterations that we have studied before.
We will begin with the forward arrays.

End Fire
Multiple subwoofers can be placed in a forward line, one
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Figure 6.61 End-fire subwoofer array configurations

Perspectives: The end-fire 
subwoofer arrangement 
proved to be extremely 



306

the early 1990s John Meyer, 
Jamie Anderson, and myself 
experimented with steering 
subwoofer patterns. We (Grateful 
Dead) were playing large stadiums 
and trying to get thorax-rattling 
(make your pants legs flap in the 
breeze) frequencies to the upper 
deck at the far end of the venues. 
We had sixteen Meyer Sound 650's 
stacked on end on either side of the 
left/right PA stacks. That's thirty-
two eighteen-inch speakers straight 
up in a column on either side. Phil 
Lesh (the bass player) freaked and 
couldn't deal with the sublevel on 
stage. In order to overcome this 
issue, we first decoupled the PA 
wings from the stage by making 
them free-standing. That only 
had a minor effect, so John came 
up with an idea to apply some 
noise-canceling theory. Using a 
SIM FFT analyzer, we measured 
the frequency response at Phil's 
position on stage and stored it in 
the analyzer. Then we flew two 
650R2's in a column on either 
side of the stage as sidefill. Next, 
using a phase-correct parametric 
equalizer we exactly matched the 
low frequency of the sidefills to 
the stored response of the mains. 
Then, while looking at the phase 
response, we introduced delay 
on the sidefill speakers until the 
phase traces were an exact match. 
Finally, we swapped the polarity 
of the sidefills. This was a great 

additional delay comparable to its forward advantage in
the propagation race. There are other versions such as
those with log staggered spacings and others. There is a 
lot of innovation going on in this field at present, so the
reader is advised to investigate this as it progresses.

The end-fire array is not 100 per cent efficient, i.e. the
maximum SPL of a quantity of subwoofers coupled
together in the standard fashion would be greater. This cost
in efficiency can be weighed against the huge potental
benefits of the rear rejection: vastly improved low-frequercy
isolation on stage, and reduced speaker/room ripple
variance in the house (see Fig. 6.61). The end-fire array is
attributed to Harry Olson.

Two-Element In-line Technique
A smaller-scale version that creates a large-scale result is
found in the two-element in-line technique. This consists of
just two speakers spaced 1/4 wavelength apart in a forward
line with a delay and polarity orientation that provides on

the order of 28 dB of front to back level ratio. This method
is more practical than the end-fire array which requires an
extended depth, and secure area for implementation in
a performance space. While this array configuration has
been attributed historically to George Augsberger it was
introduced to me by Mauricio Ramirez and its implemen-
tation has gained widespread popularity under his practi-
cal guidance. This method is shown in Fig. 6.62.

An important note about the forward extension sub-
woofer arrays. These can be used in combination with the
linear and radial extensions. Of course, the subwoofer array
might look like a graveyard by the time we are done.

Inverted Stack
A cardioid system can be assembled from individual speak-
ers in a fashion similar to the fully engineered models.
Some units in a subwoofer stack are reversed in orienta-
tion and polarity and cancel the back wave, while add-
ing to the front. This is not a simple matter; the voltage

Figure 6.62 Alternative cardioid type subwoofer array configurations

Perspectives: As a war 
story to do with steering 
of low frequencies, in 
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range, the array will begin to uncouple at the upper end
and ripple variance will become severe. It is possible to
selectively move the lowest frequencies independently.
The tool is an all-pass filter, which is able to provide phase
delay over a limited band of frequencies without affecting
others. This can be set to delay the range around 30 Hz,
allowing for additional delay there without oversteering
the 125 Hz range. When the delay at 30 Hz reaches a com-
parable number of wavelengths to the 125 Hz delay, the
angles will match. This would be a 4:1 ratio in delay (just
like the wavelength). How practical is this? It will cost a 
lot of time and money, because multiple channels of sig-
nal processing will be required to sequentially taper the
delay. Additional wiring and set-up time will be needed to
ensure that the signal feeds are going to the correct speak-
ers. Then there is the calibration time. Can it work? Yes. Is
there another way to do this. Yes. Aim the line of subwoof-
ers in the direction you want the beam to go.

Essentially what the practice of delay-induced beam
steering represents is a purposely misaligned spatial
crossover. The position where the level offset is 0 dB is no
longer the position of 0 ms time offset. While it moves the
direction of the main beam, we have made no progress
toward flattening the beamwidth of the subwoofers.

Beam Steering by Level Tapering 

We can consider the possibility of level tapering. This
was already discussed and the results shown in Fig. 6.63.
The level tapering of devices without angular separation
does little more than reduce the power and widen the pat-
tern, but gets us no further toward matching the LF beam-
width throughout its range. This amounts to "shortening
of the line array." We could try the combination of level
and delay tapering. Will two ineffective mechanisms com-
bine to make one effective one? Unfortunately no. Without

Figure 6.63 Beam-steering subwoofer array
configurations
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angular separation we lack an effective means to alter the
combined beamwidth.

Coupled and Uncoupled Point Source
A third option is the creation of a coupled point source by
introducing a splay angle between the elements. The behav-
ior of the coupled point source is well known to us. We can
take individual elements with beamwidths that narrow
over frequency and combine them into an array with con-
stant beamwidth. We can aim it where we want and can
thereby fulfill both of our subwoofer missions.

Let's take a moment to consider why this is not com-
mon practice. The first answer lies in the practical world. It
can be very difficult to find the space required to curve an
array that is taking up valuable seating space on the floor.
Stage fronts are flat, the security perimeter is flat, and
on it goes. If we want the space set aside for us to do this,
we are going to have to make a strong case for it. Secondly

there is a widespread belief that the subwoofer response
is de facto "too wide" and therefore every effort must be
taken to narrow the pattern. This is only the case with
fairly small quantities of subwoofers. By the time we've
laid down a line of four or five typical subwoofers on their
sides, the tables may have turned, at least at the top end
of the subwoofer range. Longer lines exacerbate the situ-
ation. The third factor comes from the SPL Preservation
Society. Anything that steers energy away from the center
of the hall will reduce the dB SPL (at the center of the hall).
If we splay the array outward, a level reduction at the cen-
ter is a certainty. That is how we can reduce the double-
stacked addition at the center. If the overriding concern is
the dB SPL at the mix position then the outward splay is
counterproductive, and they will have to live with the con-
sequences: mixing from the spectrally non-representative
pyramid peak.

Our treatment of subwoofer arrays is by no means
comprehensive here. This area is moving forward rapidly,

Figure 6.64 Radial subwoofer array configurations
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Figure 6.65 Subwoofer configuration photos

due in large part to the increased understanding in how
phase affects speaker arrays. This knowledge, coupled
with advanced prediction and measurement capability,
give this area a lot of promise for the future.

Conclusion
At the beginning of this chapter we discussed the relation-
ship between variance and power. We have run through an
exhaustive, albeit incomplete, series of scenarios to expose
the principal mechanisms at play here.

Speaker Order and Beamwidth
Regarding speaker order we can conclude the following.

First-order speakers:

• The most suitable for single-element applications with
a low proximity ratio.

• The least suitable for angular overlap.

• The least suitable for combination for power.
• The beamwidth must not reverse direction as frequency

rises. Once the plateau section of the beamwidth has been
reached the coverage must remain constant (not widen
at higher frequencies).

• Should be arrayed at or near the unity splay angle found
along their beamwidth plateau.

Second-order speakers:

• The most suitable for single-element applications with
a medium proximity ratio.

• Suitable for combination for power on a limited basis.
• No beamwidth reversals (as in the first-order).
• Should be arrayed at or near the unity splay angle found

along their beamwidth plateau.

Third-order speakers:

• The least suitable for single-element applications unless
a severe proximity ratio is found and the two-element
option is not viable.

• The most suitable for angular overlap.
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• Suitable for combination for maximum power
addition.

• A constant downward beamwidth slope with no rever-
sals as frequency rises.

• Should be arrayed at an angle greater than zero degrees
(relative).

Maximum Power vs. Minimum. Variance

Regarding power capability we can conclude the
following:

• Coupled arrays can increase concentrated power capa-
bility beyond a single element while maintaining mini-
mum variance over long distances.

• The coupled point source has the highest ratio of
increased power to variance over the widest frequency
span and spatial area.

• The coupled line source can provide unlimited power
but is incapable of minimum spectral variance over the
space.

• Asymmetric level tapering will decrease the overall
power capability at the geometric center of the array but
provide the opportunity for minimum variance over an
asymmetric space.

• Uncoupled arrays can increase distributed power capa-
bility beyond a single element while maintaining mini-
mum variance, but only over a very limited distance.

Minimum Variance Coverage Shapes

The introduction also promised to reveal the limited number
of minimum variance shapes (independent of the speaker/
room interaction).

And the winners are . . .

• The rectangle (forward version): as found in the indi-
vidual speaker.

• The arc: as found in the symmetric point source. The
coupled version is range-limited only by spectral vari-
ance due to air absorption in the HF range, and by the
power loss over distance. The uncoupled version is
range-limited by overlap-induced ripple variance.

• The right triangle: as found in the asymmetric coupled
point source.

Runners up include the various irregular shapes that can
be maintained for small areas in the junction of asymmet-
ric uncoupled systems. These include forward delay sys-
tems among others.

The Minimum Variance Menu 
This yields a series of options: the building blocks for
our systems, and subsystems. We have a menu to choose
from that is capable of satisfying our need to fill the acous-
tic space. The first choice, our appetizer, is the single
speaker.

Single Speakers
Minimum variance principles for single speakers:

• Position the speakers with the lowest possible proxim-
ity ratio to the audience in at least one plane. The limits
to this are sonic imaging, as in the case of a high center
cluster, or practical realities such as sightlines. Frontfills
are a case of high proximity ratio due to sight lines.
(This parameter is valid for all array types and will not
be repeated for brevity.)

• Use speakers that have minimum beamwidth ratio over
frequency (first- or second-order).

• Match the properties of symmetry (symmetric orienta-
tion for symmetric shapes, asymmetric orientation for
asymmetric shapes).

• Match the speaker aspect ratio to audience coverage
shape.

• If the speaker coverage pattern overlap onto room sur-
faces is too strong, then use an array instead.

Coupled Arrays
The next section of the menu is the main course: the cou-
pled arrays. This will fill up the bulk of the space. The
menu is shown in Fig. 6.66(a).
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Figure 6.66(a) The minimum menu for coupled arrays

Minimum Variance Principles for the symmetric point
source array:

• Fill the arc angle required to fit the shape of the audi-
ence area. The number of elements required will depend
upon the element speaker order. Low-order speakers
must have minimal overlap. High-order systems can be
overlapped for maximum power addition.

• Beam spreading will shape the high-frequency
coverage.

• Beam concentration will shape the low-frequency
coverage.

• Apply the above principles until the shapes have met in
the mid-range.

This combined array can now be viewed as a single ele-
ment, with its speaker order defined by its combined shape,
rather than individual elements. For example, an array of
six third-order elements splayed at 2 degrees will combine
to become a single third-order element of approximately
12 degrees. If splayed at 4 degrees they would combine
to make a second-order element of 24 degrees. These two
arrays can then be combined as elements in another array
such as the asymmetric point source. This is how we create
manageable high-power arrays out of large quantities of

third-order enclosures. Individual elements are combined
into symmetric sections that can then be assembled into
the right triangle shape of the asymmetric coupled point
source. The same principles will apply whether the asym-
metric point source is made up of individual or composite
elements.

Minimum variance principles for the coupled asymmet-
ric point source array:

• Fill the triangle required to fit the shape of the audi-
ence area. The number of elements required is propor-
tional to the proximity ratio and the speaker order. As
asymmetry increases the number of elements rises. As a 
general rule, the number of elements should be one less
than the proximity ratio. (A three-element array will
cover a 4:1 proximity ratio.)

• Begin with the longest distance. This element must have
the highest order of the elements, since it will have the
longest throw.

• Continue to subdivide the space by layering the addi-
tional elements under the first until the shape is filled.
As proximity increases, lower-order and lower-power
elements can be used to provide comparable level over
the area.
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• Create asymmetric beam spreading and concentra-
tion by asymmetric level and/or angle relationships
between elements to make the coverage shape of the
array conform to the room.

• Phase-align all spatial acoustic crossover points between
the elements.

High-power asymmetric coupled point source arrays can
be created with large quantities of third-order speakers, but
the process is basically the same as with small quantities of
low-order speakers. Let's take an example: A three-element
array might comprise 10,20 and 40 degree elements. These
could be single third, or third- and second-order speakers
respectively. This could also be done, presumably at much
higher power, with only third-order elements: 10 with a 1 
degree splay, 5 at 4 degrees and 5 at 8 degrees. The key to a 
manageable high-power third-order design is the subdivi-
sion into symmetrical subsystems that can be calibrated as
single-array elements. An array with 15 different angles
might seem like a great way to custom-fit the array into the
space. But every time we introduce asymmetry we have
created a unique spatial crossover, an unknown in the
minimum variance equation. Each unknown will require

several measurements during our calibration procedure.
Complexity must be introduced only when warranted.

Uncoupled Arrays
The final menu selection will be the side orders — 
uncoupled systems to fill in the gaps in coverage, at those
places where the mains are not the best fit.

Uncoupled arrays can be made of a single speaker, or
combinations of previously combined arrays. In either
case, these are the array elements. Uncoupled arrays can
only maintain minimum variance over a limited range, and
should be of the first or second speaker order. An excep-
tion to this is the asymmetric combination of a low level
first- or second-order element with a third-order system,
such as might be found with a main and delay.

Minimum variance principles for the symmetric uncou-
pled line source arrays:

• Establish the length from the speaker to the start point of
coverage. Minimum variance coverage will end at twice
this distance. This is the length figure for the aspect
ratio. The spacing is found as the aspect ratio width

Figure 6.66(b) The minimum variance family tree for uncoupled
arrays
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for the given length, e.g. a 90 degree speaker (FAR of
1.4:1) needs to cover from 3.5 to 7 meters. The spac-
ing between the elements is 5 meters. See the reference
chart in Fig. 7.20.

Minimum variance principles for the symmetric uncou-
pled point source arrays:

• Establish the length from the speaker to the start point
of coverage. Minimum variance coverage will end at a 
multiple of this distance. The multiple depends upon
the percentage of angular overlap. See the reference
chart in Fig. 7.21.

Minimum variance principles for the symmetric uncou-
pled point destination arrays:

• Establish the length from the speaker to the end point
of coverage. This is the location that is on-axis to both
elements. Minimum variance coverage will end at one
half this distance.

Minimum variance principles for the asymmetric uncou-
pled arrays:

• Scale the speaker order and level as appropriate to fit
the shape.

• Use the layering technique of offsetting levels versus
distance to achieve the desired fit.
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Introduction
It is now time to put a sound system together in order to
fill a space with sound. We will need to move beyond the
simplicity of speaker order and define speaker coverage
with more precision so that we can shape the sound to
the shape of the room. The sound system will be a care-
fully constructed assemblage of parts, each of which has
a defined role to play. The definition of such roles will be
essential for the on-site deconstruction and reconstruction
process that will follow: optimization.

Specification is the culmination of the design process.
We have considered the transmission path and the chal-
lenges that we are likely to encounter en route. We have
learned how the sound system will be perceived by the
audience members. We understand the role that the room
acoustics will play. We know how to read the plans for the
space and we will use our power of prediction to choose
the best locations, the array types, the speaker elements
and the signal processing that drives them. We under-
stand the shapes that are available to us for making mini-
mum variance designs. In short, every chapter of this book
has provided information which leads us to this point of
ultimate decision: specification.

The Principles of Specification
Specification Defined
The end result of the design process will be a series of
documents that will be used to acquire and install a 
sound system. The list will include drawings of the room
with speaker locations, flow block diagrams, equipment
lists and more. There are potentially endless levels of
documentation which can be supplied for a particular
installation. The specification may include conduit size,
terminal strip model number and labeling, and more. For
our purposes here, we will limit the specification scope to
those items related to the optimized design as outlined
in this book. These include the main components of the
speaker system that will have critical effects on minimum
variance, rather than the details such as cabling. This is not
to say that these other details are less important. They are,
however, well covered in other texts that focus on the nuts
and bolts of system installation.

The specification arises from the particular needs of a 
client. The specifications are the final answers to a series of
questions that flow between the designer and the client. We
find out what the client wants and what they are willing

7

S p e c i f i c a t i o n



315

to do to get it. We will need input from the client as to
their expectations and they will need input from us as to
what is feasible within the framework of optimized design
guidelines. It is not expected that clients will tailor their
expectations to what is realistically achievable. They may
advocate for particular features which will make optimized
design impossible. There may be architectural features
that will degrade uniformity in some areas. There are cer-
tain to be cost issues.

Goals and Challenges
The goals and challenges of specification are an accumula-
tion of those found in the previous chapters.

Transmission and summation goals of the optimized
design:

• Minimum spectral variance over the space
• Minimum level variance over the space
• Minimum ripple variance over the space
• Maximum power addition over the space.

Reception goals of the optimized design:

• Spatial separation as desired by the artist. This could
be stereo, surround and other multichannel strategies.
Spatial separation is achieved by discrete electronic sig-
nal paths to speakers in unique locations.

• Credible tonal and spatial relationship to the source.
The goal is for the listener to focus on the source, not the
speakers. For the speakers to move to the background
in the listener's mind requires realistic tonal quality and
sonic image placement.

• Appropriate frequency bandwidth. This is related to the
credible tonal relationship. Systems that will transmit
voice only can remain credible without full-range exten-
sion down to 40 Hz. All other applications require full-
range extension, which typically means the addition of
subwoofers.

• Sufficient loudness. We must meet the power capabil-
ity expectations of the listeners for the given program
material.

• Desirable acoustics: tonal balance. Presence of an appro-
priately scaled diffuse reverberation field. Freedom
from discrete echoes, resonances or other acoustical
deficiencies.

• Clarity: we must have a sufficiently high direct-to-
reverberant ratio for listeners to perceive the signal
clearly.

Challenges to the optimized design:

• Unfavorable architectural acoustics for amplified sound.
These qualities were discussed at length in Chapter 4.

• Acoustic path obstruction. Anything blocking all or
part of the direct sound path from the speaker to the lis-
tener. These include a huge variety of possibilities such
as scrims, set pieces, lighting instruments and steel, to
name just a few.

• Poor speaker positions and focus angle: there are unlim-
ited varieties of poor speaker positions. Any time we
think we've seen it all, we find something worse. The
position may create increased variance, echo perception,
misplaced sonic image, low gain before feedback, or other
complications. A desirable location and/or focus angle
for one category may degrade another. This is an area of
constant compromise.

• Insufficient coverage: gaps in coverage due to lack of
resources and/or poor positions and/or focus angles.

• Excessive coverage: overlaps in coverage due to excess
resources and/or poor positions and/or focus angles.

• Insufficient system subdivision: signal processing and
amplifier channels must be available in sufficient quan-
tity to provide spectral and spatial division as required for
minimum level variance. Independent signal processing
channels will be required to minimize spectral variance
(equalization) and ripple variance (level and delay).

Specific Questions
In the end we have a client, a room, a tour, something that
needs a system. Our design will be tailored to the partic-
ular needs of the client and the space. To find the right
answers we need to ask the right questions. Here are some
of the relevant questions to the design process.



316

Question 2: Where is the channel's desired sound image ? 
Each channel has some role to play in the production. The
role of the left channel in a stereo system is self-explanatory.
Other channels need a location as well. The mains, sur-
rounds, and other sound sources all need a home. We need
to know where the client wants the sound image to appear.
Only then can we select the best positions to achieve this.

Subsystems share the same basic sound image location,
although it may not be exactly the same. For example, a 
center cluster and its under balcony delay subsystem both
share a common desired sound image at center stage. The
practical realities of where the delay speakers can be placed
might prevent some of the speakers from aligning exactly
to the same image point. The general goal is shared, even
if it cannot be implemented precisely.

Question 3: What are the specific practical limitations? 
Every hall has its own set of peculiar circumstances. At a 
particular symphony hall the system needed to be able to

disappear without a trace in less time than the minimum
union call. Knowing this in advance prevented a poten-
tial waste of time on solutions that would not fit these
criteria.

Some examples of job specific limitations include:

1. Landmark status concerns: no mounting on the plas-
ter fascia will be allowed.

2. Invisibility: all speakers must be hidden behind
scrims.

3. Sight lines: no speakers allowed below the
proscenium.

4. Scenic elements: speaker locations must dodge set
pieces and structural members.

5. Must be Brand X speakers: this theater is sponsored
by the X Corporation, or the client is the dealer of
Brand X.

6. Must be portable: multipurpose halls and roadhouses
may need to remove and replace the house system on
a regular basis.

7. Must fit in the truck: touring companies seem to have
strong opinions about this one.

8. Must be easily rigged: same as above.
9. Must be dummy-proof: same as above (X10).

10. Must not cause water to pour into the cruise ship (true
story).

11. Must be a line array even if it is the wrong tool for
the job.

Question 4: Where are open microphones in the channel's 
coverage area? 

We must consider the implications of microphone loca-
tions with respect to our speaker location. In most cases the
microphone positions take practical priority over speaker
locations. Fine-tuning of positions may be negotiable,
but for the most part we know where the main mics will
be. Our speaker placement must be mindful of providing
sufficient isolation to provide the acoustic gain required
for satisfactory level and stability in the house. This is an
inexact science, and involves ongoing operational aspects.
Any system with an open mic can be sent into feedback

Question 1: How many channels ? 

The sound system design is made up of a combination
of channels of sound transmission. Each channel fills its
reception space with unique program material. The recep-
tion space, the listening area, is only a subset of the room,
since the listeners are not filling the whole space. In the
horizontal plane the listening area and the room plan will
have close correlation. In the vertical plane the listening
area is confined to the lines on which the seats are placed.

A single channel (monaural) system fills the entire lis-
tening area. A stereo system contains two channels, each
of which fills their own areas. They may each fill the entire
listening space or they may share only a reduced portion
where the stereo panoramic imaging is viable. In such cases,
the left channel coverage area is a subset of the overall
listening area, as is the right channel.

The number of channels is limited only by our imagina-
tion and someone else's budget.
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eventually, if turned up loud enough. The principal con-
siderations are microphone and speaker placement, micro-
phone and speaker directional control (especially the rear
sector), distance from sources to the mic and the levels
expected in the house. This is, of course, evaluated on a 
speaker-by-speaker basis (see Chapter 4).

Question 5: What is the channel's program material? 

It is tempting to consider program material strictly in
global terms. If the application is rock and roll we know
that we need a full-range high-power system. While this is
true of the left and right main channels, it is not necessar-
ily so for the frontfills, which may be limited to voice only.
The program material must be evaluated on a channel-by-
channel basis.

Program material provides us with information in two
principal categories: frequency range and expected level.
The frequency range factor can be boiled down to the type
of question we might hear at a fast food franchise: "Would
you like subs with that?"

The expected level factor relates directly to SPL. The SPL
needs, however, cannot be determined by a single simple
number. There are very critical aspects regarding the dis-
tribution of SPL over frequency for particular program
materials. The SPL needs of almost all forms of popular
music are tilted strongly in favor of the lows and low mid-
range frequencies. This is fortunate since our ability to pro-
vide substantial power addition while maintaining mini-
mum variance is also heavily stacked toward the low end.
The minimum variance techniques of HF isolation and LF
overlap create a combined SPL that will vary over frequency.
We should never be surprised at the lack of applicability of
a single number parameter in audio. After all, the frequency
range encompassed by any single number is usually 600:1.

The program material informs us as to what type of
array options are available to us. If the power require-
ments are high (such as pop music) then coupled arrays
must be selected in favor of uncoupled distribution. If
power is king, then bow to the king and move on. Mini-
mum variance is rendered academic if a system is run to

overload. Reference charts for SPL by program material
are found in Fig. 1.14.

A secondary consideration is the issue of stereo. If the
predominant program material is pop music, every effort
needs to be made to provide stereo in those areas that can
perceive it. No amount of monaural perfection will sat-
isfy someone who really wanted stereo. The key to suc-
cess is to minimize the overlap to those areas where stereo
perception has a reasonable probability of occurring (see
Chapter 3).

Question 6: What is the channel's range of coverage? 

How far does the sound need to go? What is the maximum
distance we will expect this system to throw? This dis-
tance will be used to estimate the power requirements of
the speakers in the given channel. The program material
provides the SPL target. Now we will need to deliver that
level over the shape of the space in spite of the distance-
related losses. A reference chart for SPL loss over distance
by program material is found in Fig. 1.41.

Question 7: What is the channel's coverage area shape? 

The shape of the coverage area could be anything: a simple
symmetrical shape, a simple asymmetrical shape or some-
thing complex and multifaceted. We have seen the mini-
mum variance shapes we can create with single speakers
and arrays (Chapter 6). If the coverage shape fits one of our
minimum variance shapes, the task is relatively simple. If
not, we will subdivide the space into portions which can
be individually covered and merged into a minimum vari-
ance whole.

Question 8: What are the acoustic properties of the 
channel's coverage area ? 

This is related but not equivalent to the acoustical proper-
ties of the room in general. Each signal channel has a dis-
tinct coverage area which may incorporate only a portion of
the overall space. This coverage area may then be subdi-
vided into subsystems for the control of specific zones of
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coverage. The acoustical conditions for that channel are
evaluated from the perspective of the subsystems that
play the dominant roles in the area. The main system will
require a separate evaluation of the room acoustics from its
perspective. Areas covered by fill speakers contain a mix
of the mains as well. Their local acoustic qualities will need
to be evaluated both separately and in combination. An
illustrative example is the under balcony delay. It is the
unfavorable acoustics seen by the main speaker that create
the need for the delay speaker. The delay speaker shares
its coverage area with the mains but sees the room surfaces
from a very different perspective, one that is much more
favorable to minimum variance. The combined results will
include the combined acoustic effects.

Question 9: What is the budget? 

I hope you didn't think that I know any better than you
how to get the client to tell us how much they are willing
to spend. Sadly, this often the first issue discussed by the
client, yet without knowing the answers to Questions 1-8
this cannot be answered!

Specific Answers
The design answers run from global to local decisions.
Most design answers are separated along system chan-
nels: the left, right, surrounds, etc. Each of these will have
separate speakers, signal processing and acoustic consid-
erations. They will each in their own way comply with the
practical concerns and share the common acoustic space.
They will each draw from the common resources, most
notably the budget.

Answer 1: Speaker Locations 

Each signal channel has a basic location dictated by the
practical concerns and desired source location. Subsystems
and array elements for that channel are oriented to create
the same sound source location. For example, the surround
left channel speakers will be distributed from front to back
along the left side of the hall at the upper and lower levels.

From all perspectives the sound source will appear at the
extreme left side. Another example would be a vocal chan-
nel that is intended to source to the singers onstage. Such
a system will require multiple locations in order to pre-
serve the sonic image. The back half of the hall can be well
served by a central cluster, since the vertical sonic image
distortion decreases as the floor level rises. The front areas
are better served by infill and frontfill speakers at a low
vertical position.

Answer 2: Speaker Array Types 

Once we know the location we can look at the listening area
from this perspective. This will inform us as to what type
of array will best fill the shape. Long and narrow shapes
will use coupled arrays. Wide and shallow spaces will
use uncoupled arrays. The proximity ratio will help us to
evaluate the degree of asymmetry that must be overcome
to achieve minimum variance. Both the horizontal and
vertical plane coverage shapes will be evaluated. Another
indicator of array type is program material. High power
program will require coupled arrays even for shapes that
could otherwise be covered by a single speaker.

Answer 3: Speaker Models 

Once we know the type of array we can discern the models
of speaker that will comprise it. The required power and
coverage angle will be the primary drivers in this decision.
The coverage shape of coupled arrays can achieve a given
power capability by being filled with a single high-power
speaker, or multiple units of lower power. For uncoupled
arrays the choice of model will depend upon the power
requirements and operating distance. Longer distances
will use a narrower speaker and/or wide spacing. Shorter
throw distances will use wide speakers and/or closer
spacings.

Answer 4: Speaker Quantities 
The quantity of speakers is interrelated with the model
choice. A single 90 degree speaker may meet the coverage

Perspectives: It's not a 
lightical, it's a musical. 

Martin Carillo 
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Perspectives: Know 
your client. I once 
spent one and a half 

days placing and aligning both 
main and near-field monitors in 
the control room of a large studio 
complex. The studio room was well 
equipped with a grand piano, a 
very spacious drum booth, several 
vocal booths, etc., and was big 
enough for a sixty-piece orchestra. 
I re-mounted and rewired outboard 
equipment into lower profile racks 
to avoid reflections near the. mix 
position and even time-aligned the 
near fields with the mains so that 
engineers could fade from one to 
the other seamlessly. 

The client was amiable enough 
but implied that I shouldn 't worry 
if things weren't perfect. He had a 
very relaxed attitude considering 
I was aligning a studio that 
was clearly represented a major 
investment. As was my normal 
practice, I aligned the monitors for 
a wide "sweet area" and conducted 
listening tests using CD tracks 
that I knew well then, once 
satisfied, approached the client for 
a selection of secondary master 
tapes so that we could fine-align 
the system to his particular wishes. 

The first track was a well-known 
TV advertisement for frozen 
peas followed by one for washing 
powder and another for toothpaste! 
The client then explained that most 
mixes would be finalised using a 
typical domestic TV as a reference 
monitor. The main and near-field 
monitors would be used to check 
for hum, clicks and high-frequency 
crosstalk though ... 

Jim Cousins 

requirement but fail the power needs. A 3 X 30 degree
symmetric coupled point source array may be sufficient in
both categories. For unity splay angle arrays the quantity
required is the overall angle divided by the individual ele-
ment coverage angles. If additional power is required we
will need to add more elements and overlap the coverage.
For overlapped arrays the required quantity is the cover-
age angle of the shape divided by the splay angle.

In the case of uncoupled arrays the quantity is dictated
by the element aspect ratio and the coverage depth and
width.

Answer 5: Speaker Angles 

There are two levels of decision-making here. First is the
orientation of the array. Second is the orientation of the
individual elements in the array. Both horizontal and ver-
tical angles will be considered independently.

Answer 6: Acoustic Treatment 

Requests for acoustic treatment will be determined by the
extent of the threat posed by the untreated surfaces. The
most pressing concerns are surfaces that are on-axis to
speakers at angles approaching 90 degrees (the back wall,
for example). Reflective surfaces that return on-axis energy
toward the center or front of the hall or the stage are the top
candidates for absorptive treatment. The need for treat-
ment of such surfaces is proportional to the surface area
and reflectivity.

Answer 7: Signal-Processing Channels 

Speakers that transmit a unique signal will require unique
signal processing. This could be the result of different sig-
nals channels such as stereo. It could also be for unique
level setting, equalization or delay settings for subsystem
components. A general rule is this: any form of acousti-
cal asymmetry between elements requires some form of
compensatory asymmetry to match the responses. If some-
thing is different in the physical world — different model,

different angle, different throw distance, etc. — there
should be separate processing.

Answer 8: Cost 

A small fraction of the video projection system.

Compromise
The process of sound system design is always one of com-
promise, but that does not mean we need to compromise
our principles. There is no job where we will have unlim-
ited budget and placement options. It is our job to inform
the client of the quality implications of the limits placed
on our design. Then all parties can seek to reach a suitable
compromise or a creative solution based on the weight of
the other factors involved. There will be times when we
have to make decisions that will have both positive and
negative effects. How can we make these choices? Let's take
some guidance from others.

TANSTAAFL

Science fiction author Robert Heinlein created the
TANSTAAFL principle in his 1966 novel The Moon Is a 
Harsh Mistress. This term (pronounced "t-ahn-st-ah-ful")
is an abbreviation for "There ain't no such thing as a free
lunch." The concept is informative in all walks of life and
no less applicable to our decision-making process in system
specification. Every decision we make comes with a cost,
some form of tradeoff. This theme will be central to this
chapter, as we will attempt to maintain a focus on the nature
of the tradeoffs we are making. Let's begin with a simple
illustration: the overlap of two speakers in a point source
array. Increased overlap yields higher power capability
for narrower combined coverage angle and higher vari-
ance. Decreased overlap yields minimal power addition,
expanded coverage angle and minimum variance. We must
evaluate which is more important, and this is often a difficult
choice. If the power capability is too low the system will
be run into hard overload. This is a far worse result than
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solutions seem to be compromises 
in some way. The trick is to 
minimize the compromises in the 
total system, and that takes in all 
the elements in a performance or 
event space. Sound is only one part 
of a much larger system. 

Alexander Yuill-Thornton II 
(Thorny)

Perspectives: While it is 
nice to have a "perfect" 
system, with the best 

of everything, this is not always 
possible, or maybe necessary. 
Large systems in large spaces are 
hindered by long reverberation 
times and slap reflections. 
Spending lots of time auditioning 
very fine microphone preamps or 
other processing equipment might 
be better spent on refining the basic 
system design or doing a better 
job of directing the speakers and 
optimizing the system. Toys are 
nice, but can be easily swamped by 
the nature of the beast. 

Alexander Yuill-Thornton II 
(Thorny)

frequency response ripple variance due to overlap-induced
comb filtering.

Sales and marketing departments are trained to suppress
our consideration of TANSTAAFL. Each day an assort-
ment of free offers are presented to us. All have strings
attached. We must not lose sight of this guiding principle.
We must be realistic about the consequences of the choices
we make. If it seems too good to be true. It is.

Acoustic Triage 

The medical community has developed a resource alloca-
tion and prioritization system that is implemented under
emergency conditions. This system is known as "triage"
and distributes resources based on a combination of proba-
bility of success and degree of need. The triage system seeks
to prevent excessive allocation of resources for lost causes,
and prioritizes those with minor problems at the bottom of
the list. There is no point in using up the entire blood bank
and all of the surgical facilities for a single doomed patient
when these precious resources can be used to save hun-
dreds who still have a fighting chance. On the other end it
would be imprudent to treat those with bruised toes ahead
of those who are in critical yet recoverable condition.

In our acoustic triage model we seek to identify areas that
will require special care. We will seek to create and spread
our resources for maximum benefit to the largest areas. We
seek to prevent solutions for one area that create problems
for others. If this is the case, we will use the principles of
triage to help our decision-making. An example: there is a 
small distant balcony area. This can be covered by upward
aiming of the speakers in the main cluster. This will result
in excellent imaging for the balcony seats. The presence of a 
10 meter tall mirrored wall directly above the top row gives
rise to concerns about reflections that will disturb the rest
of the room and the stage. Triage principles do not require
us to abandon these seats but rather to seek an alternative
solution. Over-balcony fill speakers can cover this area
with minimal risk to the surrounding areas. The imaging
will suffer upstairs but this might be considered a reason-
able tradeoff.

The principles of minimum variance, TANSTAAFL
and triage are the philosophical underpinnings of our
specification strategies. They combine to create an approach
that seeks the maximum benefit for the majority, is realistic
about the tradeoffs required and is committed to allocation
of the resources to the areas where tangible benefits can be
assured.

Channel/System Types
There are several roles that channels can play. The most
straightforward is the role of a main system such as the
center cluster which reinforces speech. Stereo mains in a 
concert-setting play a similar role with the added dimen-
sion of horizontal panorama for some listeners. In either
case this system is charged with the principal responsibil-
ity of coverage for the majority of the program material.
These will be termed main systems.

A very different part is played by speakers fed by the
surround channels. They might be used only sparingly
for a spatial enhancement or special effect, hence the term
effects system. Such speakers provide a strictly auxiliary
role, independent of the main system. Their relationship
to the main systems at any given moment is entirely under
artistic jurisdiction. It is assumed that the relationship
between the main and effects systems (or effects and other
effects) will fail the stable summation criteria outlined in
Chapter 2. As a result, we will design and optimize these
types of channels as unrelated roommates that share the
common space.

The design requirements for each channel will be
assessed separately. The needs of the left surround speak-
ers are distinct from those of the left mains, or any other
channel. The components dedicated to the transmission
of a particular channel comprise a system. A system can
have a single speaker or any number above that. There
is an important distinction between systems and subsys-
tems. A system can comprise multiple subsystems driven
by the same source channel. The job of the system is to fill
the space. Not all spaces are amenable to optimal coverage

Perspectives: I am not 
sure there is any "best" 
way to do anything. All 
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Figure 7.1 Mono system channel design considerations

by a single speaker or a fully symmetric array alone. Such
spaces require subdivision of the coverage into separate
speakers with adjustable parameters. Subsystems share
the space, and the goals of the particular source channel.

Mono
A monaural system is charged with filling the entire listen-
ing space with the primary transmission signal. Straight-
forward and simple, this mainstay system can include an
unlimited number of related subsystems. All subsystems
share a common desired sonic image location and relative
level.

General design principles for monaural systems (with
stage source):

• Center cluster (coupled point source) is the standard.
Alternative is the dual mono system located on the left
and right of the stage.

• Related subsystems should reconcile to a shared approx-
imate point source to cluster(s) and/or performers.

• Subsystems should be scaled as appropriate for their
relative throw distance.

• Subdivide when appropriate in order to level com-
pensate for different distances, to minimize reflections,
improve sonic image or reach obstructed areas.

Stereo
Stereo systems are a hybridization of two separate chan-
nels and two matched channels. The degree of separation
of the input signals is an open variable under artistic con-
trol. The stable summation criteria cannot be met under
these circumstances and therefore the design and optimi-
zation must proceed with the channels seen as unrelated.
Each channel of a stereo system can include an unlimited
number of related subsystems. The benefits of stereo can
be evaluated by the TANSTAAFL and triage principles.
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Figure 7.2 Stereo system design considerations

Stereo requires overlap from separated sources. This is
certain to increase variance. After all, stereo is a form of
desirable variance. The benefits to the central area must
outweigh the costs on the sides. The triage principle allows
us to evaluate when to stop the bleeding on the sides and
let them live with a single clear channel.

General design principles for stereo systems:

• Horizontal overlap is required in the center seating
area.

• Be mindful of the non-scalable time offset considerations
regarding stereo imaging. Keep the stereo overlap in
the zones within a 10 ms time offset as much as possible.

• Stereo auxiliary systems are rarely worth the effort and
expense and loss of coherence. Examples include stereo
under balcony delays, alternating left/right schemes in
the round etc.

• If the stereo spacing is too narrow it is not worth the
trouble. Examples of this include center clusters that are
split into stereo (yes, people have done this !).

Surround
The role of surround systems is to provide perimeter sound
sourcing. Left and right surrounds contrast to their stereo
counterparts just as headphone stereo perception differs
from our living room. When listening to stereo in a room,
the panoramic horizon remains in front of us at all times,
even if the signal is panned to just one side. In surround
sound, like headphones, a left side signal is truly arriving
from that direction. Surrounds can be used to purposefully
move our attention to a perimeter location or to envelop
listeners inside of a fully multidimensional soundscape.

The surrounds are typically spaced along the side and
rear walls as an uncoupled line source array in the horizon-
tal plane. In multilevel halls we will find additional sets of
surrounds on each level to cover path obstructed areas.

From the design point of view there are several notable
aspects. Since surrounds are located on the side and rear
walls, it is an absolute certainty that we will have a very
high proximity ratio between the nearby seats and those
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at the center and opposite side. In our ideal world we can
reach deep into the hall and provide localization to a large
area without overpowering and annoying the nearby seats.
It will be to our advantage to move the speakers up as high
as practical, thus reducing the proximity ratio. This has its
limits, sometimes physical ones such as ceilings and balco-
nies. Other limits include excessive vertical image lift and
reverberation. In many cases we will employ excess pink
shift to our advantage. When practical limitations leave us
with far too much proximity ratio we can use pink-shift-
induced "false sonic perspective" to give us more breathing
room with the local listeners (see Chapter 3). The technique
is to purposely aim the speakers so that the nearby seats
are out of the coverage pattern. Additional help can be
found in a highly directional speaker, provided it is aimed
in the direction of the seats at the opposite side of the hall.
This is one application where a third-order speaker is well
suited to solo coverage. Why? The excess pink shift in
the local area gives the listeners the perception they are more
distant from the source. As the distance increases we move

more on-axis and the pink shift decreases, yielding a net
offset of effects. If the sound is going to be too loud in some
locations, it is preferable for it to have the HF rolled off.

It is important to remember that each surround channel
is charged with covering the full space, not to subdivide
coverage as we would do with related subsystems. Sur-
round speakers will provide the most uniform experience if
they are aimed far across the space. Left is aimed at right
and the rears are aimed at the front row. The worst thing
we can do is aim the left surrounds down to cover the left
and the right to cover the right, etc.

The reason a typical surround sound array is an uncou-
pled line source along the wall is due to the high proximity
to listeners on the sides and to provide a sound image that
appears along the wall. A coupled point source would be
a poor choice here since it would provide pin-point imag-
ing, rather than a general direction. The range limits of
the uncoupled point source leave us to consider a design
dilemma. TANSTAAFL: if the spacing and number of

Figure 7.3 Surround channel design considerations
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are using them for everything. 
Even in situations when they are 
the worst of tools. Don't get me 
wrong. I too like line arrays, but to 
use them in old Italian (horseshoe) 
theaters where the requirement is 
short throw and extended vertical 
coverage is at least a questionable 
choice. These places usually require 
less powerful crystal clear multi-
point designs. 

Miguel Lourtie 

elements is sufficient to cover the nearest listeners, it is cer-
tain to be highly overlapped on the opposite side. If we
design for minimum overlap on the opposite side, large
portions of the hall will be in the gap coverage zone. Triage:
design the coverage range to end at the midpoint of the lis-
tening shape. (The unity crossover line is found at half of that
distance.) Those listeners beyond the middle will have
excess overlap (ripple variance). Those listeners closer than
the unity spatial crossover will have excess pink shift
(spectral variance).

Each seating level will require local surround sources.
General design principles for surrounds:

• Uncoupled line source comprising first-order elements
is the standard choice.

• Subdivide when appropriate in order to level compen-
sate for different distances.

• Minimize proximity ratio as much as practical.
• Space the speakers (horizontal) by the aspect ratio

method for half of the coverage depth. Expect overlap
coverage in the distant areas.

• Aim speakers (vertical) by the asymmetric method (most
distant seat) to reduce excess level in the near areas.

• Subdivide coverage for different seating levels (first
floor, second floor, etc.).

• Delay is not required except in special cases such as
speakers mounted on the balcony front that related to
rear wall surrounds.

Source Effects
It is sometimes desirable to localize to an exact point in the
room for a moment. This is standard fare in the theatrical
community, where a sound source is required to augment
a particular cue on (or off) stage. The best way to achieve
this is a source speaker at the desired location, often hid-
den inside set pieces. Such systems may have any power
level and array type, and may even have related subsys-
tems. From our point of view this system will be designed
and optimized as a stand-alone entity which covers the
entire listening area.

System Subdivision
The term subdivision here connotes the creation of subsys-
tems that carry copies of a shared original source waveform.
The purpose of subdivision is to tailor the response for the
particular coverage shape. If this is a match for the shape
created by the speaker system when all elements are iden-
tically driven, there is no reason to bear the additional
expense of subdivision. If the array coverage shape is not
compliant to the listening area shape we will need to intro-
duce separate level controls.

System subdivision concerns four types of differentia-
tion: speaker type, level, delay and equalization. If differ-
ent speaker models covering the same frequency range are
used, it is mandatory that the remaining parameters be
separated. If matched speakers are driven at different lev-
els, then delay and equalization should also be separated.
Equalization is the last of the parameters to separate, and
is rarely found in isolation.

System subdivision is a countermeasure to asymme-
try and complexity. How much asymmetry is required
before subdivision is required? Let's be practical and
apply TANSTAAFL. Every subdivision has the costs of the
material, installation, ongoing maintenance, and calibra-
tion time. It also opens up the door for human error. A 
good practical guideline is the 1.4 rule, also known as 3 dB.
If two same model speakers have throw distances that dif-
fer by more than a ratio of 1.4, subdivision is indicated. For
example, a three-element cluster with outer elements that
have a different throw distance than the center unit can be
evaluated this way.

Once level asymmetry is introduced, delay and equal-
ization follow suit. We have to assume that a speaker that
is run at a different level is operating at a different range of
coverage length. Why else would we change the level? This
is a different acoustical situation. Separate EQ is indicated.
If the level is offset between two devices then the spatial
crossover is not at the equidistant point between them.
Delay is indicated, the amount of which is proportional to
the level offset and physical displacement between the ele-
ments. If the level offset is small and the geometry of the

Perspectives: These 
days line arrays are 
very fashionable. People 
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about bringing it up and the 
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Alexander Yuill-Thornton II 
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enclosures allows for extremely low displacement it may
be deemed impractical. In such cases the delay required to
phase-align the asymmetric spatial crossover is extremely
minute and may not be worth the expense, trouble and
(most importantly) risk of error. It is often said that "line
array" speakers do not require delay tapering. Remember
that no element can be termed an "array" until it is placed
in combination with others. Since we have already elimi-
nated the coupled line source from the minimum vari-
ance menu, there is little need to enter the delay debate
there. Suffice to say that coupled speakers lacking some
measure of acoustic subdivision (angular isolation) can-
not reap much benefit from electronic subdivision in any
form, whether it is level, EQ or delay. Our applications for
the "line array" products are highly overlapped versions
of the asymmetric coupled point source. These will have
asymmetric spatial crossovers wherever asymmetric con-
ditions are found along the way. In large arrays, gratuitous
amounts of angular and level asymmetry may create a 
beast much more complicated to disentangle than we can
handle. A practical strategy for arrays with high quantities
of elements is described later in this chapter, where the
role of delay tapering in that application will be described.
To be on the safe side, if there is a level break, have EQ and
delay at the ready.

Subsystem Types
The speaker system is a family of related subsystems, which
can in turn be a family of related speakers and so on. A 
main array may be a symmetric coupled point source in the
horizontal plane. The subsystem that covers the area below
the mains, the downfill array, is also a symmetric coupled
point source in the horizontal plane. Joined together, these
two arrays will be an asymmetric coupled point source in
the vertical plane. The list can go on from there as we add
sidefills, infills, frontfills, delays, etc. Each subsystem has
a classification as either a single speaker or an array, and
is capable of creating a minimum variance shape as out-
lined in the previous chapter. Each subsystem in turn joins
with its neighbors and forms newly combined arrays from

the smaller ones. These second-generation arrays will
need to be classified as well, and a new combined shape of
minimum variance can be created. The process continues
until all of the subsystems are woven together into a single
entity.

Main Systems
Main systems are the principal building blocks. They will
take the first and largest portion of the room shape. It will
be the job of the fill systems to share the leftovers. Many
systems will contain only a single main speaker, or array.
The fill systems will join the mains to plug the gaps in cov-
erage. There are some shapes which will require multiple
mains that in turn will be joined together as uncoupled
arrays.

Multiple mains are found when the room geometry or
other physical factors favor an approach beyond a single
source point. The arrays must be of roughly equal rank in
terms of power capability and length of throw, to be con-
sidered multiple mains rather than a main and a fill system.
These systems are most often seen in dual monaural hori-
zontal arrangements where main systems are deployed
flanking the stage. Such configurations differ from stereo
in that the same signal is sent to both systems. This overall
combined configuration is an uncoupled line source array,
although it may be made up of a pair of coupled point source
arrays.

The multiple main strategy is also often employed in
the vertical plane, where upper and lower systems cover
roughly equidistant areas. This configuration is fairly com-
mon in venues where over- and under balcony seating
areas are roughly equidistant from the speakers. These two
configurations can be found together, thereby creating a 
four-element multiple main system with two horizontal
and vertical elements.

Another four (or more) element multiple main system
is found when the horizontal "in the round" configuration
is used (the vertical configuration requires zero gravity
conditions and is much less popular). The listening area
is sliced into coverage sections of roughly equal throw

Perspectives: Anticipate 
optimization. As I design 
a system for a particular 
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Figure 7.4 Typical horizontal relationships of multiple main
systems

Figure 7.5 Typical vertical relationships of multiple main
systems
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speaker placement. The mounting 
of the speaker is 80 per cent but 
is thought of as only 20 per cent. 
Naturally, this is best done in the 
system plan before it enters the 
site.

Kazuyuki Kudo, AST Inc. 

length for each main system. The overall combined array
is an uncoupled point source. A typical example of this
would be arena scoreboard systems.

There is no limit to the number of multiple mains. If the
venue shape requires lateral extensions with equidistant
throw length, the number of mains can rise sharply. An
example of this is a parade route, where the audience dis-
tance remains constant. The overall configuration is an
uncoupled line source (on the straight areas) and uncou-
pled point sources and point destinations on the curves.
Another example is found in racetracks and sports stadi-
ums where the systems are located on the roof overhangs.

Sidefill

Sidefill subsystems provide horizontal radial extension to
the main system. Sidefill systems may be directly coupled
to the main system or uncoupled single elements or arrays.
The typical sidefill system is an asymmetric component of

the coupled point source in the horizontal plane. The com-
mon factor is that they have a significantly shorter throw
distance than the mains, and therefore qualify as sub-
systems. The sidefill system will be assumed to be semi-
isolated from the mains, with the degree of independence
being inversely proportional to frequency.

Infill

Infill subsystems also provide horizontal radial extension
to the main system(s). These differ from sidefills in that they
are oriented toward the center rather than the outside. The
infill systems form a symmetric point destination along
the room center line. Infill coverage must be restricted to
very limited areas in their separate local areas. The inter-
section of a center downfill with a pair of infills is a three-
dimensional point destination array in the center seating
area. This configuration is a mistake few designers make
more than once.

Figure 7.6 Typical horizontal relationships between main, sidefill
and infill subsystems

Perspectives: The most 
important factor in 
optimization is the 
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Figure 7.7 Typical vertical relationships between main, sidefill and
infill subsystems

Downfill
The role of the downfill array is as a vertical radial exten-
sion of the main array. The typical downfill system is an
asymmetric component of the coupled point source. It can
be unmatched in any or all of the categories of speaker
order, splay angle and level.

Frontfill
The role of the frontfill system is coverage of the seats
very near to the stage. The speakers are usually located on
the stage lip, either mounted into or laying on the stage.
The array configuration is the uncoupled line or point
source depending upon the geometry of the stage. These
seats could alternatively be covered with fewer sources
by downfill speakers from above or infill speakers from
the sides. The frontfills join a flying main system as an
uncoupled asymmetric point destination array in the ver-
tical plane. They connect to an infill array as an uncoupled
asymmetric point destination in the horizontal plane.

Advantages of the frontfill array:

1. Minimum horizontal and vertical image distortion
2. Minimum level, spectral and ripple variance
3. Minimum loss of gain before feedback
4. Minimum overlap into other subsystems.

The frontfill array is very limited in forward coverage
depth as was discussed in Chapter 6.

Delays
Delay systems are forward extensions of the mains. Delay
speakers are inherently uncoupled from the mains and
combine as an asymmetric point destination array. The
delay speaker may operate singly or as their own array.
The most favorable array configuration is that which
places the elements along an equidistant arc from the
main speaker (an uncoupled point source array). This is
not always practical due to the restrictions in available
placement options. Another complication arises in the case
of placing delays for a left/right dual mono or stereo
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Figure 7.8 Typical horizontal relationships between main, frontfill and de  

Figure 7.9 Typical vertical relationships between main, frontfill and delay s
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can affect how the performance of a 
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system. In such cases there are two conflicting concentric
lines and no single solution.

The Scalable Design
Scaling for Power
This would be the place to go through a series of calcula-
tions based on speaker sensitivity, maximum SPL, coupling,
quantity, etc. Then we would compare the numbers with
expectations of program material and the prorated dis-
tance loss less some expectation of speaker/room summa-
tion. But this is not how it's done by me, or any others that
I know. There are a number of reasons for this. The first
is that the SPL specifications from manufacturers are so
convoluted and conditional that model-to-model com-
parison based on spec sheets alone is a very iffy process.
The next is that that behavior of arrays is complex and
interdependent, and the combined SPL is highly variable
over frequency. dB SPL ratings provide a classification for
speaker elements, but the relevance to combined arrays is
so fraught with variable conditions that its use is minimal.
A simple point here: comparison of dB SPL of two items
with matched frequency response, such as two individ-
ual elements, tells us something concrete. Comparison of
unmatched elements does not. For example: let's compare
a three-element point source array to the center speaker
alone. How do we compare this pink-shifted spectrum of
three combined elements to the flat original? The low end
rises on the center axis but the high does not. In the on-axis
area of the outer elements both the low end and the high
end rise. If the SPL of the array is characterized only for its
on-axis response, the numbers seem disappointing. Mean-
while entire listening areas went from darkness to light.

It seems to me that most people approach system power
capability with tangible personal experience based on our
experience of real devices, rather than spec sheets. We
know that this venue will require a certain scale of speaker
element and quantity.

I call this the Goldilocks sound design approach, and
use it myself: Papa Bear, Mama Bear and Baby Bear. The

sound design is approached by first defining the power
scale of the largest and longest throw system as the Papa
Bear. The smaller systems are scaled from there by evalu-
ation of the relative distances involved. If the downfills
only need to go half the distance of the mains they can be
scaled down by 6 dB. If the under balcony systems go 25
per cent of the way, then 12 dB down in dB SPL scaling will
be appropriate.

It would be a waste of time for me to preach to anyone
what is the right dB SPL for pop music or a house of wor-
ship. Who would follow it? We know the products we
know, and that begins the scaling process. I realize that this
sounds terribly unscientific but this is a time for realism.
No serious professional is going to specify a main array full
of elements they have never heard, based on specifications
posted here or by the manufacturer. Let's be real!

This is one of the most important decisions about the
sound system design, but the answer will not be found in
a book. There is no substitute for real field experience. Our
experience of sound power requires a personal encounter.
We can specify cable from a piece of paper. Speakers must
be heard.

The scaling factor can be evaluated at two levels:

• What is the power scale required to do the job with min-
imal overlap between the elements?

• What is the power scale required to do the job with
larger amounts of overlap between the elements?

Naturally the latter of these can be done with elements of
a smaller power scale, but we may pay a price in variance.
In any case, once the main system power scale is defined,
the rest will follow by range scaling. We will consider
the matter of power scaling closed then. Everything that
follows from here will reflect on power scaling only in
relative terms.

Overlapping for Power
Major power addition is available to us in the form of
overlapped patterns. We know by the TANSTAAFL prin-
ciple that we will have to pay with variance. Is there a best

Perspectives: Dialing in 
a system is like breaking 
in a new ride. A driver 
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way or is this a case of "by any means necessary"? There
are very clear-cut choices here. The answer lies in the beam-
width and speaker order. The plateau area of the beam-
width response is the most expensive (in ripple variance)
form of overlap. The first-order speaker is the worst candi-
date for overlap. And every effort should be made to mini-
mize this. The second-order speaker will typically have a 
smaller plateau and this gives us more room, but the ripple
variance cost is still high. The third-order speaker is the easy
winner here. In fact the third-order speaker needs overlap
to expand its coverage beyond a minimal area. An over-
lapping coupled point source comprising constant slope
beamwidth elements has a fixed angular offset that creates
a variable overlap percentage over frequency. As frequency
falls the overlap percentage rises. The rising overlap is
met by expanding wavelength, which keeps the ripple
variance under control. It is a delicate dance, but as long
as the displacement is kept small, the opportunity is pre-
sented for large-scale power addition which increases as
frequency falls.

Scaling the Shape
We have studied the shapes that can be created by speak-
ers to fill the room with minimum variance coverage. The
coverage shapes are scalable to the size of the venue. If
the coverage shape calls for an asymmetric point source,
the array must have the appropriate power scaling for the
application. For a given program material the power needs
rise with the venue size. For a given venue size the power
needs rise or fall with the program material requirements.
The shape that must be created is the same. The larger-
scale version will use higher power, higher-order elements
and contain greater amounts of overlap. The smaller-scale
and lower-power systems will use fewer elements, lower
speaker orders, and less overlap, to create the same basic
shape.

The scalable design is used to fill a comparable space.
We can fill 90 degrees of symmetric coverage with a single
first-order speaker or ninety third-order systems splayed
1 degree apart. The shape is comparable but the amount

of power could be orders of magnitude apart, as would be
the budget, the rigging requirements, the ripple variance
and a host of other tradeoffs. The final decision will rest on
the best compromise.

All of the array shapes shown in the minimum variance
menu are scalable. The coupled arrays can be filled with
varying quantities and percentage overlap. The combina-
tion of one array with another is simply a second generation
built upon the previous. Coupled arrays at different loca-
tions will combine as uncoupled arrays in the big picture.
This is more of our scalable paradigm.

Array Design Procedures
Main System Design
If a single speaker will suffice, there is nothing more
required here than to follow the single element guidelines
for symmetric and asymmetric aiming. The coverage pat-
tern is determined by the aspect ratio.

If such a scheme is not satisfactory we will resort to a 
coupled point source of the symmetric or asymmetric type.
There are two versions of each we will consider: minimum
variance (with maximum power) and maximum power
(with minimum variance). The difference between the two
approaches is one single parameter: angular overlap.

The coupled point source is chosen for three primary
reasons:

1. Radial extension beyond the capability of a single unit.
2. Radial edge definition beyond the capability of a single

unit.
3. Power addition through radial overlap.

Once we cross the line to the coupled point source we must
abandon the simplicity of the aspect ratio for the radial arc.
There is no "correct" element with which to start the cou-
pled point source. We must start with something and then
the process begins as we see what is left to cover. After the
next piece is added we re-evaluate again until the shape
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is filled. The process can be restarted until a satisfactory
assemblage of puzzle pieces is found.

Let's begin with the symmetric version.

Symmetric Coupled Point Source
There are three modes of overlap behavior that characterize
the symmetric point source array over quantity. The 100
per cent overlap model is, of course, not a point source at
all but rather a line source. In any case it is the ultimate
extreme limit, and its behavior is characterized by forward
aspect ratio (FAR) multiplication. This is the maximum on-
axis power addition, as well. We cannot tolerate the inter-
actions on the coupled line source for reasons that have
been previously discussed. We must have some degree
of angular isolation. The outer extreme on the other end
is the unity splay. In this case the behavior is character-
ized as coverage angle multiplication. This has the least

on-axis power addition, but we should not forget that we
are spreading power addition across the arc. The middle
ground behavior is the partial overlap configuration which
is characterized as splay angle multiplication. This is the
middle ground in on-axis power as well.

How angular overlap affects combined coverage angle:

1. 0 per cent overlap: Combined coverage = Quantity X 
the element coverage angle

2. 5-95 per cent overlap: Combined coverage = Quantity X 
the splay angle between the elements

3. 100 per cent overlap: Combined coverage = Quantity X 
the forward aspect ratio

Let's say we measure the coverage area and we need
40 degrees of coverage. What are our options? There are
countless ways to create a 40 degree coverage pattern. The
following example illustrates the role of overlap in the
computation of combined coverage angle.

Figure 7.10 Design reference for the symmetric coupled point sou
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Combined coverage angle of 40 degrees:

• 1 X 40 degree speaker (FAR 3)
• 2 X 20 degree speaker @ 0 per cent overlap (coverage of

20 degrees X 2 = 40 degrees)
• 2 X 27 degree speaker @ 25 per cent overlap (splay of

20 degrees X 2 = 40 degrees)
• 2 X 40 degree speaker @ 50 per cent overlap (splay of

20 degrees X 2 = 40 degrees)
• 4 X 40 degree speaker @ 75 per cent overlap (splay of

10 degrees X 4 = 40 degrees)
• 8 X 20 degree speaker @ 75 per cent overlap (splay of

5 degrees X 8 = 40 degrees)
• 2 X 80 degree speaker @ 100 per cent overlap (FAR

1.5 + FAR 1.5 = 3)

All of the above scenarios have TANSTAAFL and triage
considerations. Overlap is never free of ripple variance.
There is always a tradeoff of power and ripple. As overlap
increases, the key to minimum ripple variance is low dis-
placement. The third-order speaker is our best choice in
high overlap designs. Low overlap designs favor the first-
and second-order plateau beamwidth with its extended
isolation zone.

Coupled point source design procedure:

1. Define the coverage shape as an arc from the speaker
array location.

2. Select an element with an aspect ratio that will fit inside
the shape

3. Place additional elements at the unity splay angle to
provide radial extension until the shape is filled. The
combined coverage angle equals the individual cover-
age angle multiplied by the quantity.

If power addition is required, then reduce the splay
angle to less than unity and add units until the shape is
filled. The combined coverage angle equals the splay angle
multiplied by the quantity.

Asymmetric Coupled Point Source
The asymmetric coupled point source is chosen for the
same reasons as the symmetric point source but fits into

a different shape. The power addition of the asymmetric
point source is self-scaling since the entire rationale for
this array is that it fits into a variable distance shape. The
levels are tapered as appropriate to scale the array to the
distances presented. The unity splay angle must then be
compensated as appropriate for the level offset factor.

There is no "correct" element with which to start the
asymmetric coupled point source. We must start with some-
thing and then the process begins as we see what is left to
cover. After the next piece is added we re-evaluate again
until the shape is filled. The process can be restarted until
a satisfactory assemblage of puzzle pieces is found.

It is a simple matter to find the unity splay in a symmet-
ric array. A pair of 30 degree speakers will be splayed 30
degrees apart. The equation is the symmetric unity splay
equation:

(Coverage1 + Coverage 2 )/2 = unity splay*

*when levels are matched

Therefore

(30 degrees + 30 degrees)/2 = 30 degrees

The spatial crossover would be at the geometric and level
mid-point: 15 degrees off-axis to either element. What about
if we want to merge a 30 degree and 60 degree speaker? The
same equation applies, as long as the levels are matched.

(30 degrees + 60 degrees)/2 = 45 degrees

With a 45 degree splay the elements will meet at the same
spatial crossover point: 15 degrees off-axis from the 30
degree element. It would be met there by the —6 dB edge
of the wider element, 30 degrees off-axis to its center. The
spatial crossover is the level center, but not the geometric
center.

The equation must be modified if the levels are
offset between the elements. There is no best splay angle
between two speakers, until we know the distance/level
relationship. If we were to take two matched elements and
turn one down 6 dB, the supposed unity splay angle will not
provide unity results. The geometric center will find —6 dB
from one element and —12 dB from the other. What is the
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unity splay angle then? A change of 6 dB is a level differ-
ence of 50 per cent. The splay angle will need to be adjusted
by the same ratio to bring back unity performance through
the spatial crossover. A reduction of 6 dB would reduce the
range of the speaker by half its distance. That will be the
decisive number.

The compensated unity splay equation:

((Coverage1 + Coverage2)/2) X (Range 2/Range1)
= Compensated unity splay*

*assumes that levels are set in proportion to the distance
Here is an example of two 30 degrees speakers with one

covering half the distance of the other (—6 dB)

((30 degrees + 30 degrees)/2) x (0.5/1)
= Compensated unity splay

((60 degrees)/2) X (0.5) = Compensated unity splay

30 degrees X 0.5 = 15 degrees

Here is an example of a 30 degree speaker joined with a 60
degree element that is covering 70 per cent of the range of
the other ( - 3 dB)

((30 degrees + 60 degrees)/2) X (0.7/1)
= Compensated unity splay

((90 degrees)/2) X (0.7) = Compensated unity splay

45 degrees x 0.7 = 31.5 degrees

Asymmetric coupled point source design procedure:

1. Define the coverage shape and speaker location.
2. Select the first element and aim it at the most distant

location within the shape. This element will have the
narrowest coverage angle.

3. The next step is to define the distance at which the tran-
sition into the next element is expected to occur (the on-
axis location of the next element). For example, the first
element is 30 degrees, draw a line 30 degrees off-axis
and define the range. If this distance is less than the first
element, then a compensated unity splay angle will be
required.

4. Select an additional element. The combined coverage
of the two elements is used to calculate the symmetric
unity splay angle. The level offset provides the com-
pensation percentage.

5. Position the second speaker at the compensated angle
and appropriately scaled range. If the coverage angle or
range difference between the elements is very large it
may be necessary to adjust the compensation. This is

Figure 7.11 Design reference for the asymmetric coupled point source. The
computations for a 90 degree combined coverage angle are shown. Other angles
can be substituted and prorated by the same percentage rates



335

Figure 7.12 Design examples for the asymmetric coupled point source                        tening a

Figure 7.13 Design examples for the asymmetric coupled point
source. In each case the inner elements are symmetric unity splay while t                      ape
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Figure 7.14 Design examples for the asymmetric coupled point
source. In each case the shapes are front/back asymmetric. The
outer elements are designed with compensated unity splay angles that cus           

Figure 7.15 Design examples for the asymmetric coupled point
source, typical of vertical applications. In each case the same shape is pre                
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Figure 7.16 Design examples for the asymmetric coupled point
source, typical of vertical applications. In each case the same shape
is presented for coverage. Different combinations of elements and
positions all create a minimum variance coverage of the shape

done by reassessing the range ratio and adjusting the
compensation until the best fit is found.

6. If power addition is required, then reduce the splay
angle to less than unity and add units until the shape is
filled.

7. Continue the process with the third element being
aligned to the second element and so forth.

Recall in Figs 6.10-6.13 where we saw that the details in
the building shape had only a minimal effect on the single
speaker solutions. The upgrade to a coupled array opens
up a huge variety of possibilities available to customize
our array to the room shape (Figs 7.12 - 7.14).

Asymmetric-Composite Coupled Point Source
An asymmetric coupled point source can be constructed
in a modular form from pre-combined symmetric coupled
point sources. This is the means by which manageable
high-power arrays can be designed with substantial over-
lap. The distance/level layering principles of the asym-
metric coupled point source provide the outer structure,

which combines highly overlapped symmetric subsys-
tems. The elements in this case should be third-order sys-
tems, which are well suited for the task.

The composite array provides a practical and definable
character to the gazillion element "line array" that is the
current mainstay of the industry. Let's take a moment and
consider the situation, since this is indeed the most popu-
lar type of main system array.

First we don't have to go through the fact that this is not
actually a "line array" since it is curved. We know why
we need it curved. Next let's remember that we want the
optimization engineer to have something they can disas-
semble and put together on site, to calibrate the final prod-
uct to the space.

Now here is a rendering of how these arrays are designed
in the modern age.

The design process:

1. Select the element based on power class and budget.
2. Divide the budget by the number of elements.
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3. Play with every iteration of angles until the best fit is
found.

If you're feeling insulted at the moment, please forgive
me. This was my design process until I found a better way.
I have run mics in a line from top to bottom of these types
of arrays searching for ways to enact optimization solu-
tions. Without defined zones, the optimization process is
little more than the same kind of iterative guesswork that
began in the design process. Even the experience of hav-
ing tuned hundreds of asymmetric coupled point source
arrays was no match for the complex overlapping interac-
tions found here. Much is made in the industry of how
these "line arrays" act as a single speaker. This fallacy is
easily exposed by a small movement of a measurement
microphone in the space. There is no single speaker in
the world that has this form of rampant asymmetry which
creates a different on-axis beam at every frequency. That
is the destiny of coupled "line arrays" implemented with
a host of different angles on adjacent elements and driven
by a single processing channel. Even if we were to define
it as a single speaker, we can not hope to calibrate it as a 
single speaker. Calibration requires a defined beginning,
end and (most importantly) center of its coverage pattern.
The center of a multi-element asymmetric array is inher-
ently unstable over frequency. The coverage pattern of an
individual element is not stable over frequency, leaving us
with a variable percentage of overlap over frequency. The
highs may spread out toward the ends but the lows are
certain to concentrate towards the middle. The mid-range
is pulled in both directions. None of them agree on the
center. Without a defined center the process of optimiza-
tion has lost its primary base of operations. How we can
define "off-axis" if we can't find "on-axis"? Without a cen-
ter, we will not be able to ascertain a nominal level setting,
or an equalization that represents the middle ground of
the coverage segment. In short, our hopes for a definable
center point lie in symmetry, without which, we are left
with optimization based on an arbitrary mic placement.

The use of a single processing channel would be logi-
cal, provided all elements on that channel are symmetri-
cally arrayed. If they are not, the symmetrical solutions

enacted by the signal processor will not have the expec
results.

Does this mean we need sixteen different process
channels to drive a sixteen-element array? Not likely. W
building could possibly have a shape that would requ
fifteen different splay angles and/or level adjustme
between our cabinets? How can we make a sixteen-elem
cluster into a manageable, predictable array? Break it i
sections of symmetric coupled point source arrays. Ea
has a top, middle and a bottom. We then have center 
axis areas for position adjustment, level setting, and equ
ization. We even have a defined spatial crossover. Eve
thing we need to define the system is in place. The segme
will be designed to take on the character of a single speak
which they can much more closely assume, due to th
symmetry. The "composite speakers" that comprise o
asymmetric coupled point source would mimic the ch
acteristics of a comparable array of single elements: 
longest throw goes to the narrowest speaker at the hig
est drive level, and on down we go. How many subsyst
breaks should there be? This is a practical as well as arc
tectural issue. Asymmetry in the required coverage sha
will need to be met with complementary asymmetry in 
array, but we cannot expect the system to conform to sm
shape variations in the room. Each subsection will need
be individually aligned and woven together with the o
ers during the calibration stage. A practical assessment
the benefits of each level of complexity should be carefu
considered. In most cases four subsections should get 
job done.

The design process progresses in nearly identical fa
ion. Define the longest section and subdivide. The bigg
difference is that the segments are arc sections (since th
comprise overlapped elements). Arc sections combine d
ferently than the rectangular shapes of the single elemen
There is no unity angle compensation process, since the 
sections cannot encroach into each other's coverage. T
spatial crossover is highly overlapped (as much as the e
ments). Therefore, there will be no effort made to pha
align in the crossover area. Just as we used the on-axis po
of the individual elements as a level setting point, 
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will do the same with the center point of each composite
segment.

Before we move on, let's take a moment to address the
issue of level segmentation. There is much talk about how
much level tapering is healthy or proper for the system,
and how large the incremental changes should be between
adjacent cabinets. The argument that all speakers need to
be turned up "to 11" is as old as the hills. It dates back
to the wall of sound days and is immortalized in the
movie This is Spinal Tap. The mentality is that turning down
some elements will deprive the system of its vital power,
the unspoken remainder of the sentence being, "at the mix
position". The reality is that the lack of level tapering over-
powers the front areas and oversteers the mid-range beam
so that massive amounts of people get boom and sizzle and
nothing in the middle. If a uniform experience is desired,
the SPL Preservation Society will need to back off and let
us taper the level in accordance with the hall geometry. If
that is not enough power, then get a bigger system so that
all of audience members get a share of the action. As for
incremental taper size, the answer is simple. Look at the

proximity ratio from top to bottom. Whatever we don't
get from overlapped power concentration we will need
to make up with level tapering. The increments can be
few and large, or many and small. The only rule is that
whatever is driven by one channel is a symmetric defined
subsystem.

Principles of the asymmetric-composite coupled point
source:

1. Symmetric subsystems are design to create a defined
combined coverage angle. This is typically highly over-
lapped, so the coverage angle will be the quantity of
elements X the splay angle.

2. The center line of each symmetric subsystem provides
the distance offset parameter for level setting. Angular
compensation is not required, as we are combining arc
sections of multiple elements, rather than the rectangu-
lar shapes of a single speaker.

3. The number of asymmetric layers and the division
between the layers can be modified until the best fit for
the shape is achieved.

Figure 7.17 Design examples for the asymmetric composite coupled poin                       inimum
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Figure 7.18 Design examples for the asymmetric composite
coupled point source, typical of vertical applications. In each case a differe                     

Figure 7.19 Design examples for the asymmetric composite
coupled point source, typical of vertical applications. In each case a differen                          ran
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Asymmetric-composite coupled point source design
procedure:

1. Define the coverage shape and speaker location.
2. Select the most distant location, which is now defined

as the coverage top (the vertical plane is assumed).
3. Select a lower limit that subdivides the coverage shape.

The angle between the upper and lower limit will be
the area covered by the first symmetric subsystem. This
symmetric subsystem will have the narrowest coverage
angle and should have the highest percentage of overlap
between the elements. The distance from the source to the
center of this coverage arc is the level setting distance.

4. Fill the selected arc angle with a sufficient number of
overlapping elements whose combined splay angle
equals the designated arc angle.

5. Subdivide the remaining space with a second arc seg-
ment, and repeat the process. The distance/level scalar
is found at the center of each arc. The number of subdi-
visions is optional.

6. Repeat the process, each time decreasing the overlap
percentage until the coverage shape is filled.

Symmetric Uncoupled Line Source
This is used for multiple mains and a variety of auxil-
iary systems such as frontfill, under balcony, etc. This is a 
range-limited system.

Symmetric uncoupled line source design procedure:

1. Define the coverage shape as a line from the speaker
array location.

2. Define the line length and the minimum and maximum
desired range.

3. Select an element and place it in the central area of
the line.

4. Define the coverage by the aspect ratio method. The
maximum range is the length.

5. The element-to-element spacing is found by stacking
the aspect ratio rectangles along the line.

6. Place additional elements until the line length is
filled.

7. Evaluate the minimum range of coverage for gaps. If the
gaps are too large, the maximum range will need to be
reduced and the element spacing reduced. Alternative

Figure 7.20 Design reference for the symmetric uncoupled line source
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option is to use wider elements (which will also reduce
the maximum range).

8. The maximum range is limited by the three-
element overlap point, which is a function of the
aspect ratio and the spacing. Consult the uncoupled
array spacing reference (Fig. 7.20) for the applicable
values.

A s y m m e t r i c U n c o u p l e d L i n e S o u r c e

This is used for multiple mains and a variety of auxil-
iary systems such as frontfill, under balcony, etc. This is a 
range-limited system.

Asymmetric uncoupled line source design procedure:

1. Define the coverage shape as a curved line.
2. Define the maximum range for the element with the

longest throw. If different models of speakers are being
used, this should be the highest order element.

3. Select an element and place it with its aspect ratio scaled
to the throw distance.

4. Place the next element and scale the length as appro-
priate for the given distance. The relative spacing and
speaker order will determine the amount of overlap.
A unity spatial crossover will require a compensated
spacing/level/speaker order relationship.

5. Determine the relative distance range required of the
second element (as compared to the first) and scale the
power capability as appropriate.

6. Continue with each additional element having com-
pensated spatial crossovers to the neighboring element
until the desired shape is achieved. Shorter range ele-
ments may be power scaled as appropriate.

S y m m e t r i c U n c o u p l e d P o i n t S o u r c e

Symmetric uncoupled point source design procedure:

1. Define the coverage shape as a limited range arc.
2. Define the arc radius, length and the minimum and

maximum desired range.

3. Select an element and place it in the central area of
the arc.

4. The maximum range is limited by the three-element
overlap point, which is a function of the aspect ratio,
the angular offset and the spacing. Consult the uncou-
pled array spacing reference (Fig. 7.21) for the appli-
cable values.

5. Place additional elements until the arc is filled.

A s y m m e t r i c U n c o u p l e d P o i n t S o u r c e

Asymmetric uncoupled point source design procedure:

1. Define the coverage shape as an asymmetric arc (a por-
tion of an ellipse rather than a circle).

2. Define the maximum range for the element with the
longest throw. If different models of speakers are being
used, this should be the highest order element.

3. Select an element and place it with its aspect ratio scaled
to the throw distance.

4. Place the next element and scale the length as appropriate
for the given distance. The relative spacing and speaker
order and angular offset will determine the amount
of overlap. A unity spatial crossover will require a com-
pensated spacing/level/speaker order relationship.

5. Determine the relative distance range required of the
second element (as compared to the first) and scale the
power capability as appropriate.

6. Continue with each additional element having com-
pensated spatial crossovers to the neighboring element
until the desired shape is achieved. Shorter-range ele-
ments may be power scaled as appropriate.

S y m m e t r i c U n c o u p l e d P o i n t
D e s t i n a t i o n

Symmetric uncoupled point destination design
procedure:

It is assumed that this is a fill system (e.g. infill) being
combined with a previously defined main system. The
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Figure 7,21 Design reference for the symmetric uncoupled point source

range of such systems is extremely limited and must be
bordered by systems with superior means of minimum
variance coverage.

Note: this is not to be confused with stereo which consists
of separate channels of information. The center-panned
signals of a stereo system will, however, behave as a sym-
metric uncoupled point destination.

1. Determine the target area of coverage extension to be
provided by the fill system.

2. Orient the fill speaker for minimum variance coverage
of the target area.

3. The intersection of the on-axis lines of the elements pro-
vides the forward aspect ratio scale length. The usable
coverage of the array is limited to 50 per cent of the FAR
length, due to ripple variance.

Determine the relative distance range required of the fill
(as compared to the mains) and scale the power capability
as appropriate.

Asymmetric Uncoupled Point Destination
Asymmetric uncoupled point destination design
procedure:

1. It is assumed that this is a fill system which is being
combined with a previously defined main system.

2. Determine the target area of coverage extension to be
provided by the fill system.

3. Orient the fill speaker for minimum variance coverage
of the target area.

Determine the relative distance range required of the fill
(as compared to the mains) and scale the power capability
as appropriate.

The Diagonal Plane
Our sound system will not perform as paper thin slices
in the vertical and diagonal planes. Back in Chapter 5 we
discussed the issues of 2-D renderings in a 3-D world. It is
now time to put these practices to work. The issue arises
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Figure 7.22 Diagonal plane design compensation

when the speakers are propagating along a plane different
from our 2-D viewpoints. As the propagation planes move
toward the diagonal of our rendering plane our need to
compensate increases. The poster child for this is the asym-
metric point source so we will use it as a starting example.

Let's place a four-element version as a center cluster
in a rectangular "shoe box" type concert hall. The cov-
erage requirement, expressed as a width (in meters/feet
etc.) is the same for all sections. The horizontal coverage
expressed as an angle is different for each. Each section
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Figure 7.23 Diagonal plane design compensation. Alternative          

Figure 7.24 Diagonal plane design compensation. The
implications of diagonal plane propagation are shown in 
this field example 
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sees a different aspect ratio since the length (range) of cov-
erage is changing over the fixed width. As we move down
the cluster from top to bottom we can expect to need a 
wider element at each incremental break.

The design calculation for this will require triangulation
compensation of the speaker placement as described in
Chapter 5. We will now put this to use on some example
clusters (see Figs 7.22-7.24).

Balcony Battles
I don't like to admit defeat, but as the old saying goes, "It
is better to run away and live to fight another day." There
is one standard room shape for which there is often no
single point solution: the "W." The "W" turned on it side
is the shape that our system sees when faced with a deep
balcony overhang. If viewed from above, the lower area
suffers from path obstruction. We must shoot through the
people in the front of the balcony to try to cover as much of
the floor rear as we can see. If viewed from below, we must
shoot through the faces of the people in the lower balcony
to get to the back. If we start from the middle, we face a 
geometric puzzle that might require M.C. Escher to do our
drawings. And once again the people at the balcony front
take the full frontal assault.

It should not be surprising that this geometric double
take would be the Waterloo of the coupled point source.
The shape is a pair of vertically stacked right triangles. We
know the shapes of minimum variance and there are none
that allow the sound to throw deep, go short and then
repeat. Such a shape can ONLY be done by an uncoupled
pair of asymmetric coupled point sources.

The insurmountable obstacle is not the HF range. Even
a relatively small amount of angular isolation will provide
the beam steering needed to split the HF above and below
the balcony front. It is the mid-range and below, intracta-
bly stuck in the center, that sends it crashing on to the front
of the balcony.

There are three players in the balcony battle: mains,
over-balcony delays and under balcony delays. The mains

may be a single point or multiple main configuration. The
question before us is to determine which combination of
these will be the most effective. The first determination
will usually be the mains, since the role of the others will
be to supplement those areas not optimally covered by the
mains. As we will see, however, the role of the fills may
play a part in determining which of the mains scenarios
will work best. There is a symbiotic relationship here. As
usual the decisions will be tradeoffs.

• Single main: best for minimum ripple variance, worst
for level and spectral variance.

• Multiple main: worst for ripple variance, best for mini-
mum level and spectral variance.

The extent of the differences can be evaluated by rating
the balcony in dB. This is done by observing the proximity
ratio. Notice first that we will need two proximity ratio
calculations: back to front upstairs (over the balcony and
back to front under the balcony). It is this dual proxim-
ity that is the source of all the trouble, of course, since the
coupled array is not capable of doubling back its response
over its full frequency range. We are far, then near, then
far again, then near again. The key to this evaluation is the
amount of "comeback" required which we will quantify
as the return ratio. If this is too high, then splitting the
array is indicated.

The return ratio is the number of dB closer we find the
front of the balcony to the farthest area angularly adjacent
to it. Where does the sound go when it skims just above, or
below, the balcony front? If it has to go twice as far, we will
have a 6dB proximity challenge to overcome in a degree
or two of angular change. Figure 7.25 shows the process of
assessing the return ratio. The position of the main cluster
will change the return ratio for a given shape. Mains posi-
tions above the balcony will use the balcony front and the
last floor level seating with visual contact to the mains.
Mains positions below the balcony will use the balcony
front and the last upper level seating with visual contact
to the mains. If the mains are centered at the level of the
balcony we will use the balcony front and the last upper or
lower level seat, whichever is farthest.
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Figure 7.25 Balcony battles. As the return ratio rises, the use of a 
split mains configuration becomes preferable

Figure 7.26 Balcony battles. An asymmetric balcony configuration
can alter the return ratio, and affect the decision whether to split the
mains or add delays
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How much return ratio is acceptable is a question of
tradeoffs. Obviously 6 dB is the limit of our maximum
acceptable variance. The tradeoffs may be a host of practi-
cal matters as well as sound image and variance. In any
case it is important to be realistic about the fact that we can
make very slight returns on a coupled cluster. There are
various methods out there to attempt this, such as "balcony
bars" that provide some additional spacing or unplug-
ging some of the elements in the array that are facing the
balcony front. There is no arguing with the fact that a 
speaker facing directly into balcony fascia should be
turned off if other speakers can still get the coverage where
we need it. This is, however, a very poor solution in most
cases. First, it is very unlikely that the balcony front runs
along a line that is at the identical vertical orientation to
any element in the array. This is a 3-D geometry issue. If
the cluster is at the balcony level and the speaker is facing
at zero degrees the probability is extremely high that the
angle will be constant and the speaker should be deleted.
If the cluster is above or below the balcony the probability
of planar convergence is up there with a harmonic conver-
gence of Jupiter, Saturn and Mars.

The other options are tapering the angles and levels
down and then trying to put the genie back in the bottle by
closing the angles and raising the levels. This will take care
of the very high frequencies but the MF and LF range will
not cooperate.

Here is where the fill speakers come in. First we need to
evaluate when it is that fills are mandatory This is far more
likely in the single mains scenario, since line of sound to the
speakers will be cut off in many instances. The split mains
should have clear lines of sound to all locations. The fill
speakers have the ability to rescue the single mains by vir-
tue of reducing the coverage range. Over-balcony speak-
ers will reduce the upper range, which may allow a lower
mains position with a better return ratio. Likewise under-
balcony speakers will allow a central position to reach the
distant upper areas without the need to return to pick up
distant lower areas. The combination of both will ease the
burden further and up the probability of a successful single
coupled mains. This has its price however: TANSTAAFL.

The virtues of low ripple variance in the single mains must
be weighed against the high ripple variance likely from the
interaction of uncoupled under- and over-balcony systems.
The split mains has one uncoupled spatial crossover. If the
cost of keeping the mains in one piece is two vertical uncou-
pled crossovers and piles of uncoupled crossovers in the
horizontal, the deal does not look so sweet.

Next let's consider the conditions where a delay fill sys-
tem, while not mandatory, is potentially useful. The fol-
lowing questions should be considered.

Balcony delay considerations:

1. Do we need delays at all?
2. Will the delays improve or degrade the coherence?
3. Will the delays improve or degrade the imaging?

The question of need arises from the shape of the under
(or over) balcony space. It is not a simple matter of depth.
For instance we cannot simply say that we need delays
if the under balcony is 20 meters deep. This is not the
case if it is also 20 meters tall ! Once again enter the aspect
ratio. The depth to height ratio will be a key but not a 
solitary factor. As the aspect ratio rises the probability
that we will need delays goes up but there are additional
factors.

A big piece of the balcony battle is doubling distance.
Distant sources (like our mains) reflect off the same room
surfaces as the local source (our under balcony rescue
team). The difference is doubling distance. The round trip
from the back wall is a small proportion of additional dis-
tance as seen by the main system. The milliseconds add
up, but the level loss is minimal, a troublesome combina-
tion. The perspective of the delay speaker would see the
same number of milliseconds to take a round trip via the
back wall but sees that as a much larger proportion of its
path length. Once again level changes as a ratio while time
changes as a difference. The result is that the reflections
from the mains are much stronger than we would find
from the delays, even though they are hitting the same
surfaces. Therefore we need to factor in two aspect ratios:
the mains to the back wall, and the under balcony speaker
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Figure 7.27 Balcony battles. Multiple factors must be considere       

Figure 7.28 The coupled point source main system attempts to
split itself and bend around the balcony front. This can only be
maintained for a limited frequency range. As frequency falls the beaming at th               
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Figure 7.29 A split pair of coupled point source main systems
attempts to split itself and cover above and below the balcony
front. The separation can be maintained over a much wider
frequency range. As frequency falls the beaming at the balcony
front rises, but the extent of the rise is small compared to the
single coupled array shown previously. The smaller length arrays
show more center balcony overlap but still have far less beaming
than the single coupled system

to the back wall. Both would use the same height (the
under balcony height). As the difference in the two aspect
ratios rises, the need for delays increases. So the same
shape of under balcony would have a higher need for
delays the farther away it gets from the mains. This is not
because of the direct sound loss. It is because of the lack of
loss in the reflected sound. There is often a misconception
that the under balcony area has the HF range rolled off. So
long as the line of sound is clear this is not the case. What
we have instead is pink shift due to LF addition because
the reflections are strong. Fig. 7.27 shows some examples
of the process of determining the need for delays.

A third factor is the absorption (or lack thereof) of
the under balcony surfaces. Predictably as absorption
decreases our need for delays increases.

Now on to the question of whether the delays can help
or not. It will do us no good to call the rescue team if they
are not able to improve the situation. There is more to this
than first appears. TANSAAFL. Delays are uncoupled
arrays and there is no guarantee that their interaction with

each other will not create as much ripple variance as that
which they are trying to suppress. The potential for this
increases when the delay speakers are too far forward of
the position where they are needed, are spaced too closely,
or have nearby reflective surfaces that degrade the signal.
If the positions we are allowed to use are too distant, the
mains will do better without any help from the delays.

Multichannel Sound
Much has been made here of the balancing act between
concentrated power and minimum variance. As long as
we continue working on the same basic assumptions, there
are only incremental improvements possible as we find
ways to minimize displacement in ever more powerful
packages. There are, however, alternative strategies avail-
able, one in particular that has been tried long ago and
mostly forgotten.

The conventional high-power sound system mixes the
huge number of individual input channels into just two
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high-pressure pipes: left and right. The sound system
must reproduce the entirety of the signal presented and
uses huge amounts of acoustic overlap to achieve the
required SPL. Because the signal is electronically pre-com-
bined, the speaker system must be able to meet the power
requirements of all of the channels, all of the time. This
requires a lot of headroom, which is achieved by acous-
tical overlap, which costs us variance. TANSTAAFL and
triage again.

But who says it is mandatory to do all of the combin-
ing in electronic form? Stereo, as we know, combines in
the acoustic space, as do all forms of natural sound. Why
limit ourselves to two channels? Why not have a separate
speaker system for the vocals, the guitars or whatever?

The concept is the separation of the power and coverage
requirements into a true multichannel system, an alterna-
tive form of isolation. We can take four channels of stage
sources and combine them electronically into a highly
overlapped four-speaker array. The signals are mixed
electronically and summed acoustically. We could alterna-
tively separate the four channels and send them individu-
ally to each speaker. The signals are mixed acoustically
and no stable summation occurs. Is there a difference? Yes,
and no. The total acoustic power available is the same (the
laws of thermodynamics). The power available on a per/
input channel basis is reduced, but the perceived loss in a 
musical context may be far less than one would assume.
Have you ever considered how it is that a 50 W Marshall
stack can keep up with our 10 kW sound system? Our
sound system has to meet the power needs of the entire
mixed waveform of the guitar and everybody else. If we
muted every channel except the guitar, our PA will be able
to blow away the Marshall stack, no problem.

Multichannel sound in the cinema is nothing new. A 
center vocal channel is used, along with stereo music and
effects. This is done to minimize ripple variance in the
voice channel, which would decrease intelligibility. We
can do the same in our concert sound systems, in the form
of a left, center, right configuration. Each channel must
cover its required area, which for the center system is the
entire room.

We can go beyond three channels. In fact, there is no limit.
We can have a complete sound system for every instrument
on stage and do all of the mixing in the room, the most sim-
ilar configuration possible to natural sound transmission.
This has been implemented, long ago, which brings us
back to the 1974 Grateful Dead concert at the Des Moines
Fairgrounds that was discussed in the Preface. This sound
system had completely separate sets of speakers for each
string instrument, the drum set and the vocals. The sound
was mixed acoustically. Their implementation had fatal
flaws, such as the minor issue of all of the speakers facing
directly into the vocal mics, but the fundamental concept
of multichannel separation is potentially viable.

There are a number of developments since 1974 that
create a more favorable environment for multichannel
mixing.

1. Affordable and flexible multichannel mixing consoles
and signal processing.

2. Huge increases in stage source isolation that allow us
access to single source channels entirely free of acoustic
leakage from the other stage sources.

3. In-ear monitors providing reduced leakage from the
stage in to the listening area.

4. Speaker systems that have extremely smooth, wide hori-
zontal coverage and controlled asymmetric vertical cov-
erage, hung with ease from one or two rigging points.

If we have forty-eight of the third-order speakers in the
budget we have some choices ahead. We can go stereo (2 X 
24) with lots of overlap. L / C / R ( 3 X 1 6 ) with more separa-
tion and less overlap or subdivide further and further as
long as we can meet our coverage needs and not fall short
of the power requirements of the individual channels.

This is not something to be entered into lightly. It
requires careful forethought in regard to which channels
are to be mixed electronically and which are to be mixed
acoustically. The key to a successful multichannel imple-
mentation is electronic isolation of the source channels and
the saving of their combination for the acoustic medium. If
isolation is not achieved there will be a host of unexpected
summation interactions between the related signals as
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they arrive from the different speakers. If source isolation
can be achieved the possibilities are unlimited. Not only
can we have unlimited power with minimum variance,
we can start playing with spatial movement all around the
space. Now the fun begins!

There is one final consideration in regard to the
multichannel paradigm: the use of multichannel mixing
precludes us from being able to obtain accurate stable

acoustical analysis data of the system in its performance
context. If we are mixing the sound acoustically, we
will not be able to compare the combined signal to an
electrical reference, and therefore we will be unable to
perform ongoing optimization with an analyzer during
performance.

The process of measuring the sound system will now
become the focus of our study.
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Examination Defined
The installed audio system is not yet ready for operation.
We cannot assume that everything is in perfect work-
ing order, nor can we expect that fine-tuning will not be
required. We must test the theory behind the system design
and question whether the installation has been carried out
to meet our specifications. This process of fact-finding
regarding the installed system will require examination,
and the process of examination requires measurement
tools. These are distinct from the prediction tools found
in the previous section. Measurement tools examine what
is, not what will be. The device to be examined must be
physically present. Examination tools do not assume, and
cannot be coerced. They do not favor a particular manu-
facturer or design approach. They will prove us to be bril-
liant designers and meticulous installers, or dreamers and
pretenders, just the same.

Without examination, superstition and science are on
the same footing. Examination puts an end to circular dis-
cussions about what might happen if we change some-
thing and or what might be the cause of some particular
problem. The theories can be tested, the questions resolved
and we can move forward having learned something.

Examination tools take a variety of forms, from the sim-
ple physical tools used to measure a speaker angle to the

E x a m i n a t i o n

complex audio analyzer. Each has a role to play in the big
picture. The most challenging to us is the audio analyzer,
the diagnostic tool we will employ to monitor the variance
in the electronic and acoustic signals as they move through
the transmission path to the listener. We are listening to
the transmission. A key role of the analyzer is to help us
understand what we hear. These tools inform the designer
and optimization engineer about the degree of level, spec-
tral and ripple variance over the space and tell us how well
the original signal has been preserved.

Fortunately we have a reference copy of the original state
of the signal as it left the mix console and began its hazardous
journey to the listener. This gives our audio measurement
system a target. The measurement system will moni-
tor the sound system for any changes to the original signal
and report those to the operator. But like any diagnostic
tool, its role is merely to show the symptoms to the trained
observer, not to cure it. No disease has ever been cured
by a thermometer or the advanced technologies of X-rays
or magnetic resonance imaging (MRI). No sound system
transmission error will be cured by an analyzer. A ther-
mometer is easy to read but has a very limited, albeit use-
ful, diagnostic scope. An MRI is immensely powerful, with
extremely high resolution and the ability to produce data
far beyond what our senses could discern directly. Such a 
system requires specific technical training to operate and
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advanced knowledge of anatomy to interpret the data
well enough to make the correct diagnosis. Even more
advanced training in medical science is required to create
a successful treatment plan. This will require a doctor (and
of course, an insurance agent).

We would all prefer that sound system measurement
tools have the ease of operation of the thermometer and the
power of the MRI, but this is not the case. The challenges
faced by operators of modern audio systems are of such
complexity that one-dimensional diagnostic tools will not
yield sufficient data to detect the causes of errors. This, in
turn, makes it unlikely that such errors can be successfully
treated. The necessary analyzer is the equivalent of an MRI
for our sound systems. It requires training to operate, even
more so to interpret the data. With this tool we will be able
to penetrate the invisibility of sound with startling clarity.
It can be, but is not always, a pretty picture.

This section focuses on the tools of the sound system
examination trade. These range from a folded piece of
paper to the complex audio analyzer. Overall, the tools
fall roughly into three categories: physical, electrical and
acoustical. Some devices can be used for more than one
purpose. Each of these tools has their uses and each has
limitations, strengths and weaknesses.

Physical Measurement Tools
Inclinometer
This device reads the vertical angle of a device or surface.
It is a simple mechanical gadget that uses gravity to posi-
tion a rotating arrow to indicate the inclination (hence the
name) on a fixed scale in degrees. Language destroyers like
me have been known to refer to this as an "angle-ometer."

The role of the inclinometer is to quantify tilt angles for
speakers. The final values for tilt angles will be derived by
acoustic measurement but that does not negate the utility
of the inclinometer. It is extremely useful for providing the
initial angles, derived from drawings, etc. Another appli-
cation is the copy and paste: after a speaker is measured

and the optimal angle found, the inclinometer can ensure
that the chosen angle is copied to symmetrically equiva-
lent speakers.

Figure 8.1 Inclinometers used for speaker vertical angle adjustment and
verification

Protractor
Horizontal angle determination is more challenging since
gravity cannot be used to solve the difference. A protractor
is able to measure the angle between surfaces. The limi-
tation of protractors is their physical size. If they are too
small their accuracy is poor. If they are too large they can
be unwieldy in the tight confines of a speaker cluster.

Origami Angle Finder
This piece of test equipment is the only disposable and
recyclable item in your optimization toolbox. This is, of
course, the folded piece of paper, and is used to find the
angle between the sides or centers of splayed speakers.
Paper is manufactured with very reliable right angles. The
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Figure 8.2 Protractor used for speaker horizontal angle adjustment and
verification (courtesy of Starrett Corporation)

paper can repeatedly be folded in half to easily create 45,
22.5 and 11.25 degree angles. A little practice is required
to master folding in thirds to create 60, 30 and 15 degrees.
The paper is then placed between the speaker sides and the
desired angle found. The folding is easier and the finished
shape more symmetrical if the paper is first trimmed to a 
square shape. This is not a joke, and is often the only way
to get an angle in the field. When we are leaning out of a 
Genie lift, trying to work our hands around the rigging
frame and the speakers are jammed together, there is often
no practical way to get another tool in there. Also, it is an
absolute certainty that someone at the job site can furnish
us with this tool.

Figure 8.3 The origami angle finder

Laser Pointer
A reliable and accurate laser pointer can be used to aim
speakers with pinpoint accuracy. Laser pointers manu-
factured for surveying or construction professionals are
sufficiently accurate for our purposes. There are even some
advanced lasers that are purpose-designed for audio. The
hand-held pointer used for lectures does not have sufficient
accuracy for our application. Here is a handy test for the
presentation laser pointer: place it on a speaker and roll it
along the top of the box. If the aim is accurate the laser dot
will move in a horizontal line. If not, the device should not
be used.

The pointer is placed on the speaker in a manner con-
sistent with its on-axis orientation. It is often not physi-
cally possible to place the laser exactly in the center of the
enclosure so a small displacement must be allowed for. It
is worth noting that the displacement does not scale and
is not angular. If the laser is 0.5 m above the cabinet center,
then the on-axis point is 0.5 m below the spot where the
laser dot is seen. The speaker can then be positioned to
obtain the desired focus point. Like the inclinometer, the
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Figure 8.4 Laser pointers. The upper unit is manufactured to tolerances
suitable for optimization. The presentation quality device is not suitable

laser is very useful for the copy and paste of symmetri-
cally opposite speaker aim settings. The laser can also be
used to view the position of other points in the speaker
response such as the off-axis point. This can be helpful in
the evaluation of speaker focus angle.

There are advanced scanning lasers that create an adjust-
able width fan shape which can be set to the speaker's cov-
erage angle. In this way the full extent of speaker coverage
can be seen at once.

Another laser-based device is the laser distance or range
finder. If this device is able to find its reflection from a sur-
face, the device can determine the distance traveled. This
can provide the approximate distances between the range
finder and other objects in the room. Dark objects, such as
black speaker enclosures, give a very weak reflection which
limits the reliability of the reading. The laser device as a dis-
tance/delay finder is fine for approximations but should
never be thought of as an option to replace the acoustic
measurement of delay times. There are better tools for this
as we shall soon see.

Thermometer
Since the speed of sound is affected by the temperature, it
stands to reason that a thermometer will provide relevant
information. The accuracy level of a typical thermometer
should suffice for our purposes. Few optimization deci-
sions will be based on the readout of temperature. For
permanent installations the temperature at the time of the
initial optimization is worth noting, particularly if it is not
within the expected range of daily operation. In touring
optimizations the temperature can be monitored on an
ongoing basis and the changes in speed of sound antici-
pated and compensated.

Hygrometer
Since the humidity percentage will affect our high-
frequency transmission this factor will also be worth mon-
itoring for the same reasons as above. The hygrometer is
an instrument that measures humidity. Humidity read-
ings can be observed and changes in the high-frequency
response can be expected and compensated.

Simple Audio Measurement
Tools

There are many types of electronic measurement tools
available to the audio engineer. Most of these devices are
principally concerned with the measure of voltage and
resistance and, to a lesser extent, current. The analog audio
signal is transmitted as voltage change over time. There-
fore, characterizing this value will be our main focus.

Volt/ohm meter (VOM)
Volt/ohm meters (VOMs) are a mainstay of any installa-
tion or maintenance-oriented audio engineer. The VOM
provides AC and DC voltage testing and continuity and
short circuit detection. AC voltage and current measure-
ments can be average measurements calibrated as RMS, or
true RMS (root mean square). For sine waves this makes
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no difference but for music and noise, there will be a 
difference in the readings. The VOM's principal role is in
the pre-verification stage of the system.

Polarity Tester
The polarity tester, also known as the "phase popper," uses
a pulse generator and a receiver device. The generator
drives the line and the receiver decodes the electrical (or
acoustical) signal at the other end. The electrical readings
can be reliable as long the response through the measured
system is flat over the full frequency band. If not, the phase
shift in the circuit can cause the receiver to incorrectly
decode the impulse and give a false reading. The potential
for error rises tremendously when the receiver is acousti-
cal. The band-limited nature of all loudspeakers, even full-
range ones, inherently causes phase delay over frequency.
Each speaker in a multiway system must be tested individ-
ually, which potentially adds the phase shift of the electri-
cal crossover into the readings. Add axial response and the
room acoustics into the equation and we begin to see how
heavily the deck is stacked against the simple green/red
readout of the polarity tester. This device is perfectly fine
for line testing, but should only be used as a preliminary
check for speaker verification. There are far better tools for
this as we shall see.

Listen Box
This is an audible audio test device. The box is a battery-
powered miniature amplifier and speaker that listens to
the signal anywhere in the path. The high input imped-
ance minimizes loading of the line. This type of technol-
ogy originated as a telephone line troubleshooting system.
The phone system device uses an inductance coil to lis-
ten in on a line even through the insulation. The limited
frequency range of an induction coil, while sufficient for
telephone monitoring, is not full-range enough for profes-
sional audio. Therefore, the listen box needs to make at
least an unbalanced connection to function. The listen box
is an extremely fast and efficient tool for locating where

your signal is, and isn't. They are low-cost and most useful
in the pre-verification stage. A high impedance headphone
amplifier and a set of headphones is a good substitute.

Figure 8.5 Listen box. Headphones or speaker can be plugged into the
output. Any point in the signal path can then be aurally monitored (courtesy of
Whirlwind USA)

Impedance Tester
An impedance tester differs from a VOM in how it measures
audio lines. The VOM, discussed previously, can measure
the DC resistance of a circuit. Audio signals are alternating
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current (AC) and create a different type of load on the cir-
cuit, known as a reactive load. A reactive load consists of
DC resistance and capacitive or inductive reactance. The
combination of these is termed the impedance. Loudspeak-
ers are rated by their impedance, such as 8ohms, but if mea-
sured by an ohmmeter might read 6ohms (the DC resistance).
The impedance tester will more accurately reflect the load
as the driving source sees it. This test reveals the fact that
the impedance is highly variable over frequency. For this
reason all impedance test results must specify a frequency.
In most cases the ohmmeter is sufficient to establish con-
tinuity or to detect short circuits. If transformers are in
the signal path they will appear as short circuits to DC
readings. The impedance tester will see the transformer
impedance and give an accurate reading. DC blocking
capacitors installed for HF driver protection will appear
as an open circuit to a VOM, while an impedance meter
will see through them to the driver. An impedance tester
is highly recommended for 70 volt systems.

Oscilloscope
An oscilloscope is a waveform analysis device. Electrical
signals are displayed as voltage over time. Both axes are
independently adjustable, allowing for the monitoring
of virtually any electrical signal. DC voltage, line voltage
and audio signals can be viewed. The oscilloscope tracks
the waveform, therefore the voltage levels are peak-to-
peak representations of the AC signal (see Chapter 1).
Oscilloscopes can monitor amplifier clipping, oscillations
and much more. These are not usually used in system align-
ment, but are a useful troubleshooting and verification
tool.

The role of the oscilloscope in system calibration was
much greater in the past. Its ability to measure amplitude
versus time allows for the analysis of phase relationships
over frequency. Delay setting and even echo identification
could be performed with an impulse fed into the system
and monitored on the oscilloscope through a microphone.
Fortunately there are easier ways to do this in the current
era, as we will see.

Sound Level Meter
A sound level meter provides a single number to describe
the dB SPL at a given location. The reading can cover a 
particular range of frequencies, and a range of time. The
SPL readings are given particular subunit ratings that cor-
respond to the user settings for frequency weighting and
time constants. These units were described in Chapter 1.
The sound level meter is an operational tool, not an optimi-
zation tool. There are no calibration parameters for which
the sound level meter is not out-performed by others.
There are simply no optimization parameters that can be
answered by a single numerical reading such as found on
the readout of a sound level meter. This includes level set-
ting, for which the sound level meter is only suitable when
setting symmetrically matched systems. The sound level
meter is, however, the foremost tool for mix engineer brag-
ging rights and outdoor concert law enforcement.

Real-Time Analyzer (RTA)
The real-time analyzer has a number of applications in
which it is the best tool for system optimization: zero. There
is nothing that the stand-alone RTA can do for us that can-
not be done better by other analyzers. Signal path, noise
floor, hum, THD, polarity, latency and frequency response
analysis are the mainstays of the verification process.
Equalization, delay setting, level setting, speaker focus,
and room acoustic property analysis are the mainstays of
the calibration process. The RTA is inferior in all of these
categories to more advanced tools.

This is not to say that the functions of the RTA can not
be put to use. It can serve as an introductory ear/eye train-
ing tool. We can listen to music and match what we hear
with what we see. Feedback can be induced and identified
to train us to be able to hear it before it gets out of con-
trol. But even such time-honored functions of the RTA can
be replicated by modern FFT analyzers that duplicate the
functionality of the RTA without being burdened by the
RTA's inherent limitations. The RTA, like so many things,
has been replaced by a computer.
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In the past the RTA was the only spectrum analyzer in
use for most sound reinforcement applications. It was
affordable, small and easy to operate. These have now
been replaced with dual-channel FFT analyzers, which
are affordable, small, but require training to operate. The
reason the FFT analyzer has taken over is engineers have
learned that having highly accurate data is worth the trou-
ble it takes to learn how to operate these systems. What is
an RTA, and what is it that makes it so inferior?

The real-time analyzer is a bank of parallel log spaced
band pass filters (octave and l / 3 r d octave are typical) at a 
standard set of center frequencies. The output of each filter
is sent to a full-wave rectifier circuit that creates a wave-
form which represents the absolute value of the filtered
waveform. The next step is integration, the process by
which a DC value is derived from the absolute value. The
integration time constant, derived from a resistor/capaci-
tor (RC) circuit, can be set to fast (250ms) or slow (1 s). The
end result is that the thirty-one l / 3 rd octave bands each
contain an integrated value which represents the average
value in that frequency range in the current stretch of "real
time." The term "real time" connotes that the displayed
values represent a continuous stream of time, with no
gaps as might occur with an analyzer which takes sam-
ples of time. Unless the RTA is paused the data continually
streams in time.

The RTA is designed to show a flat response when driven
by a source containing equal energy per l / 3 rd octave, i.e.
pink noise. Since pink noise has random components, the
RTA requires averaging to settle down to a flat response.
The RTA can make coarse frequency resolution evalua-
tions of the system response. But l / 3 rd octave resolution
is far too low to be considered for equalization use, as will
be discussed later in this section. Low resolution data is
only sufficient for measuring the noise floor of a device,
or exploring gross response trends such as traffic noise in
urban areas.

The crippling limitation of the RTA is its rendering of its
middle name: time. It can not measure time, so it is useless
for setting delays or identifying reflections. It has no phase
response and therefore we cannot understand the nature

of speaker summation, which, as we know, leaves us blind.
It cannot discern between multiple arrivals within its inte-
gration time, and therefore cannot separate early arrivals
from late. Thus it has no means of mimicking the ear's
perception of tonal change vs. discrete echoes. Because it
sees all of the energy in the room, regardless of timing,
the low-frequency addition is greatly exaggerated above
the ear's perception. The longer the reverberation time
in the room the more the RTA low-frequency response
hangs on. If the response is equalized to flat in a reverber-
ant space, the system will sound as if the low frequencies
are massively deficient. An RTA user only makes this mis-
take once. After that they learn not to trust the RTA. Unfor-
tunately the failings of the RTA caused many engineers to
close their minds to audio analyzers as a whole. "Analyzers?
We don't need no stinking analyzers" became a familiar
position taken by front of house mixers.

The RTA presents a one-dimensional reading of the
complex questions of the sound system response: ampli-
tude over frequency. This has led the users to assume that
a one-dimensional solution is applicable, the modification
of amplitude over frequency, otherwise known as equal-
ization. This is the worst of the RTA's attributes. The men-
tality of equalization as the primary or solitary solution
leads to an endless repetition of the same mistakes. Since
the real nature of the problem is not revealed, the solution
is not sought, much less proved. The RTA cannot bring the
data needed to frame the questions of how our sound sys-
tems are reacting to themselves and the room. The sources
of variance are not found, and the principles of minimum
variance are not applied. In many applications the exami-
nation of the system is conducted only at a single location
(the mix position) and therefore level, spectral and ripple
variance over the space are not even considered in the
equalization of the system. Hence the same mistakes are
made night after night, year after year.

Phase, as we know, is the holder of the puppet strings
that control our sound system's performance. Without
knowledge of phase we are destined to be surprised at
every turn. With an RTA, evidence of polarity is wiped out
by the rectifier, and evidence of the phase is removed by
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the integrator. Once lost these cannot be recovered. This
erasure deprives us of our best evidence toward finding
the causes of variance.

This is not to say that there is no use for the RTA. There
may be applications in related fields such as urban or
industrial noise analysis where random, uncorrelated
sources are to be measured in low resolution. It is doubt-
ful, however, that even these fields of study would not find
advanced analyzers to be superior. In our field of sound
system optimization the RTA was never the right tool even
when it was the only readily available tool. The final word
is this: the advanced analyzers can mathematically dupli-
cate the RTA computation and display should the need
arise. The RTA, however, cannot return the favor.

alignment wizards work their dark 
magic on a sound system. In the 
back of a venue, hunched over a 
multi-thousand-dollar HP FFT 
analyzer, the alignment engineer 
would stare hard at a squiggly line 
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Complex Audio Measurement
Tools
The audio signal is complex. The word complex has specific
meaning here. It means that the audio signal comprises
three defining components: frequency, magnitude and
phase. The relevant limitation of the simple audio mea-
surement tools discussed previously is that they charac-
terize some but not all of these three parameters. Complex
analyzers give us access to audio signals in a way that the
simple analyzers can never do. This complexity, however,
requires us to rise to the task of interpretation, a job that
will take some time and effort to master.

This subject is so deep and vast that large volumes are
dedicated to its exploration. These will be filled with inte-
gral mathematics, calculus and differential equations since
that is the language of complex signal analysis. No attempt
to duplicate these efforts will be conducted here. This
saves me the embarrassment of exposing my lack of math-
ematical prowess and you the annoyance of attempting to
understand equations that are performed deep inside the
analyzer which we will never see. Let's return to our anal-
ogy of medical diagnostics. MRI machines are designed,
manufactured or serviced by experts in electromagnetism,
not medical doctors. The MRI image is interpreted by

doctors, as an aid to their diagnostic skills. The doctors need
to know only enough about the MRI acquisition process
to ensure that they read the data correctly. Their primary
emphasis should be on seeing the data in terms of what is
expected, what is abnormal, and what course of action will
best serve the patient. So it will be for us and the complex
audio analyzer. We will focus our efforts in this chapter to
become competent at diagnostic interpretation of the data.
The next two chapters will provide treatment plans.

The approach here is one of minimal math and the use
of analogies is employed fairly liberally. Readers who
are savvy in the ways of Fourier transform equations are
politely asked to allow me some liberty in simplification.
The broad outlines are presented, with minimal emphasis
on any features that are specific to a particular manufac-
turer or product.

Notice of author bias: in the interests of fairness, let it
be known that I have been involved with the design of the
Meyer Sound Laboratories Source Independent Measure-
ment (SIM™) analysis system since its inception in 1984. It
is my goal here to present the analyzer in the most generic
terms possible, free of product-specific endorsement or
agenda.

There are several different ways to capture the complex
data, many different ways to process the captured data
and uncountable ways to display it. Various commercial
products are tailored toward specific tasks and markets
such as noise control, academic and industrial research
and vibration. These markets are much larger than profes-
sional audio, and as a result, there have been very few tools
developed by the mainstream makers of complex audio
analyzers which meet our specific needs. In large measure
the professional audio industry has resorted to creating
our own measurement tools, very much in keeping with
most other aspects of our industry.

The complex analyzers differ from the RTA and other
simple analyzers in that their data is based on a strictly
mathematical process of classifying the captured wave-
form. In short, complex analyzers capture the signal as a 
sampled waveform known as the time record. The complex
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data (real and imaginary numbers that lead us to ampli-
tude and phase) is derived by mathematical computation
of the time record information. This allows us to return to
the original signal and do additional operations as desired.
This is not the case with the RTA. As with the analogy we
used earlier of MRI scan versus the thermometer, the com-
plex analyzer is much more powerful and so it will take
some serious training to utilize its power effectively.

The Fourier Transform
In the eighteenth century French mathematician Jean Bap-
tist Fourier developed an equation that explained the com-
plex nature of waveforms. The Fourier theorem distills
an audio waveform into its base components: frequency,
magnitude and phase. In its most simplified form it states
that any complex waveform can be characterized as a com-
bination of individual sine waves, with defined amplitude
and phase components.

The Fourier transform is a mathematical application of
that theorem and takes a waveform captured over a period
of time and performs the component separation. This is
termed a "transform" because it converts the amplitude
vs. time waveform (as seen on the oscilloscope) into ampli-
tude vs. frequency (as seen in the RTA) and phase vs. fre-
quency (like neither). This simplifies in terminology to a 
conversion of "time domain" data into "frequency domain"
data. The process can be applied in reverse as well, i.e.
the frequency domain data can be converted to the time
domain. If you have the time data, you can get the frequency
data and vice versa. See Fig. 1.2 to review the concept of
time and frequency domain conversion.

Analyzer Basics
The fast Fourier transform (FFT) is the practical imple-
mentation of the Fourier transform formula. This is the
engine for the complex audio analyzers used in sound sys-
tem optimization. It is extremely fortunate for audio engi-
neers that we are not required to calculate FFT equations
in order to use them. We only need to understand them
well enough to interpret the data and act on it.

Before getting into the details, we will take an overview.
In the process, we will define the terms which will be used
to describe the FFT functions.

• FFT, the acronym for fast Fourier transform, describes
the process of converting the time record data into fre-
quency response data.

• Sampling rate is the clock frequency of the analog-to-
digital conversion.

• Nyquist frequency is the highest frequency that can be
captured at a given sample rate. This frequency is half
the sampling rate.

• Time record (also called the time window) refers to
the period of time over which a waveform is sampled,
expressed in ms.

• FFT lines (bins) are the number of samples (division
operations) of the time record.

• Time bandwidth product is the relationship between
the length of the time record and the bandwidth. The
relationship is reciprocal, therefore the combined value
is always one. A short time record creates a wide
bandwidth, while a long time record creates a narrow
bandwidth.

• Resolution is the width of each evenly spaced FFT fre-
quency "line" or "bin" which is calculated by dividing
the sampling rate by the number of samples in the time 
window. There are always a power of two number of
samples in a FFT time window (128, 256, 512, 1024, etc.).
For example, a 1024 point FFT at 44.1 kHz yields a reso-
lution of approximately 43 Hz.

• Bandwidth describes the frequency span of a filter
function (in Hz).

• Constant bandwidth is a linear rendering of band-
width, with each filter (or frequency spacing) having the
same bandwidth expressed in Hz. The FFT calculates
filters with constant bandwidth.

• Percentage bandwidth describes the frequency span of
a filter function (in octaves).

• Constant percentage bandwidth is a logarithmic ren-
dering of bandwidth, with each filter (or frequency spac-
ing) having the same percentage bandwidth expressed

Perspectives: I've 
definitely learned more 
from measuring with a 
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in octaves, e.g. l / 3 rd octave. The RTA filters are con-
stant percentage bandwidth.

• Fixed points per octave (PPO), also known as "constant
Q" is a quasi-log expression of frequency resolution.
PPO refers to the number of frequency divisions in an
octave, regardless of the individual bandwidth or per-
centage bandwidth of the individual bins, e.g. 24 points
per octave. This is created by selecting an octave-wide
portion from multiple FFTs taken from different time
records. Each individual octave is linear but the assem-
bled set of FFTs are logarithmically related, hence the
term "quasi-log."

The Time Record 

We begin with a waveform sampled over a period of time.
This period of time is termed the time record, and is anal-
ogous to the shutter speed on a camera. The time record
is the period when our audio shutter is open. The time
record length is an open variable for us. It is the first criti-
cal parameter of the analysis since it determines the lowest

measurable frequency. A waveform must complete a full
cycle to be fully characterized. Therefore, frequencies
which have a longer period (low frequencies) require lon-
ger time records than high frequencies.

Once the time record is captured the FFT begins the pro-
cess of sorting the waveform into frequency components.
This process is a series of interrogations that can go on for
as long as desired (short of infinity). The process amounts
to this:

Question 1: Describe the part of this waveform that com-
pleted one cycle during the time record. 
Magnitude value: Phase value: 
Question 2: Describe the part of this waveform that com-
pleted two cycles during the time record. 

Magnitude value: Phase value: 

And on and on for as high as we want to go (just short of
half of our digital sampling rate).

Each time the question is asked the data is reported
for a different frequency, successively moving upward.

Figure 8.6 The relationship of the time record to
frequency resolution in the FFT analyzer
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The increment of frequency rise (in Hz) is the bandwidth
(frequency resolution) of the measurement. The band-
width is the reciprocal of the time record, another appli-
cation of the familiar T = 1/F formula. It is important to
note that the bandwidth is described in Hz, rather than the
percentage of an octave that most audio engineers might
expect. This is because the spacing is derived from succes-
sive divisions of time periods, and time is linear. Therefore
the frequency resolution is linear (constant). This contrasts
to the RTA which is based on analog (or digital copies of
analog) filters and yields percentage bandwidth spacing.
The term 1/3rd octave is a description of percentage band-
width, which is a logarithmic rendering of bandwidth. The
term bandwidth designates linear frequency spacing and
is measured in Hz.

Linear and Log 

The frequency-sorting system of the human hearing
mechanism is mostly logarithmic, i.e. each doubling of fre-
quency is perceived as an equal spacing. In a log frequency

axis display the data is separated into evenly spaced incre-
ments of percentage bandwidth. This is in contrast to a 
linear expression of the frequency axis where constant
bandwidth spacing is shown. In a linear display the high
octaves are given visual preference, occupying screen real
estate far out of proportion to their share of our hearing
perception. The uppermost octave occupies the right half
of the screen, and each octave below takes one half of the
remaining screen. The low octaves are compressed to the
left. Since the log display is obviously far closer to the way
that we perceive sound, it might seem logical to disregard
the linear scale and move on. However, there are some com-
pelling reasons for us to understand the linear frequency
axis. The foremost is that anything that affects time in our
measurements affects frequency in a linear fashion. There
is no log time, only linear. The frequency response effects
of ripple variance are the result of time offset and therefore
produce linear frequency axis combination effects (comb
filtering). We will need to become bilingual in both log and
linear in order to identify linear interaction in a log display
(see Chapter 2).

Figure 8.7 Frequency response measurement with
various time record lengths, frequency resolution,
(left) Linear frequency axis, (right) log frequency axis.
As the time record increases the number of data
points increases (upper trace of each set has the
shortest time record) (courtesy of SIA-SMAART)
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I thought about tuning a system. 
The optimization engineer leaves 
nothing to chance. 

Tony Meola 

Linear is not our first choice but it has its place, and is
not in any danger of going out of style. Harmonic analysis,
for example, a key aspect of speech and musical instru-
ment research, uses linear as its first language. Harmon-
ics are linearly related to the fundamental and are easily
identified on a linear scale.

Frequency Resolution 

There is no limit to the possible amount of frequency reso-
lution. We can have 1 Hz resolution and have 20,000 data
points to work with. Why not 0.1 Hz resolution? Is l / 3 rd
octave resolution enough?

The question of the appropriate amount of resolution
depends upon the nature of what we need to detect with
the measurements and how we are going to act upon the
data. We don't have all day, so we will need the analyzer
to have appropriate amounts of speed and responsive-
ness. Some actions require only broadband answers; oth-
ers are focused on the details. If we have excess resolution
we can always reduce it, so the defining factor will be the
actions that require the highest. Recall the discussions of
Chapter 3 regarding the resolution of the human hearing
system. This will be the decisive factor. We have seen that
1/6th octave resolution is regarded as the "critical band-
width" for perception of tonal variation. We also saw that
frequency response ripple beyond l / 24 th octave resolu-
tion (24 wavelengths late) pushed us over the threshold
into echo perception rather than spaciousness or tonal-
ity. Therefore resolutions of around l / 24 th octave will
be sufficient for our primary needs in the frequency
domain.

Some of our needs will be met with lower resolution,
but none will require more than 1/24th for critical decision
making. There is no harm in progressing further (such as
1/48th octave) but this is not required.

Here is the frequency resolution needed for specific
tasks:

• Noise floor analysis: low resolution, l / 3 rd octave is
sufficient for general use. Higher resolution has the

ability to detect low-level oscillations that might go
unseen in low resolution.

• Off-axis response: medium resolution ( l /6 th ) is
sufficient for general use and suitable for characteriza-
tion of spectral variance (pink shift). Higher resolution
has the ability to detect ripple variance that might go
unseen in low resolution.

• Ripple variance: high resolution ( l /24th) is required.
• Hum: high resolution is required because the hum spikes

are linearly spaced multiples of the line frequency. Low
resolution will make the level of the higher hum spikes
appear at reduced level due to smoothing.

• On-axis frequency response: high resolution ( l /24th)
is required. Resolution must be suitable for character-
ization of level, ripple and spectral variance. Higher
resolution has the ability to detect ripple variance that
might go unseen in low resolution.

• Spatial crossover frequency response: high resolution
(1/24th) is required for the same reasons as the on-axis
response.

Since very high resolution will be required to monitor
summation ripple variance this will be the definitive cat-
egory. Peaks or dips in the frequency response which are
larger than the resolution, those whose bandwidths are
larger than the analyzer bandwidth, will be seen clearly.
Those that are smaller will be seen less clearly.

What exactly do we need to see? To fully characterize a 
peak or dip we must define a minimum of three features:
center frequency, maximum deviation (boost or cut) and
percentage bandwidth. To find these will require at the
very least three frequency data points: the center frequency
and the points above and below where the response has
returned to unity. If we have additional resolution it can
be put to use in filling in the shape of the curves as they
connect between these points. With this in mind we can
begin a consideration of how much is required to ensure
the accuracy we need.

The analyzer divides the frequency spectrum into data
points which for brevity we will term "bins." Each bin
has a center frequency and meets the neighboring bin so

Perspectives: The use 
of dual-channel FFT 
analysis changed the way 
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that any data that falls between them is shared equally.
The center frequency of the peak (or dip) under test may
match the bin center or it could be somewhere between
two bins. For our discussion we shall consider two possi-
bilities: centered on one bin or centered between two. The
bandwidth (BW) of the peak may be matched to the BW of
the bin or it could be narrower or wider.

A sequence of scenarios with varying ratios of fre-
quency resolution to the measured bandwidth is shown in
Fig. 8.8. As the ratio increases the analyzer gains increas-
ing immunity for the effects of peaks falling on bin centers
and edges.

By the time the bin/peak (BW) ratio reaches 4 the peak
shape and level can be clearly identified, regardless of
centering. Since there will never be a guarantee that peaks
and dips in the field will conform to our measurement
bin centers, it is important that we maintain a reasonable
immunity from bin center accuracy issues. This is done by
"over sampling", in this case a 4:1 ratio. Therefore if we
are continuing with the l / 6 t h octave critical bandwidth

for equalization, we will need a 1/24th octave analyzer to
ensure accuracy.

Recall the earlier discussion regarding the l / 3 rd
octave RTA and the matching 1/3rd octave graphic equal-
izer (Chapter 1). It should be clear now that such a seem-
ingly appropriate matching will fare very poorly in the
field.

Fixed Points per Octave (Constant Q Transform) 

The ultimate tool for measurement would be one that
has high resolution in complex form, but displays it in a 
fashion intuitive to our ears. That would be linearly based
data, which includes the amplitude and phase values, with
a constant high degree of frequency resolution per octave.
This cannot be done with an RTA, even if it had filters as
narrow as l / 24 th octave, because the phase data is lost.
Nor can this be done with a single FFT analyzer by mak-
ing a log display, because the frequency resolution is still
linear. It can, however, be done by taking multiple FFT

Figure 8.8 Bin/accuracy issues
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has had a profound effect on the 
way that systems are optimized. 
There is a relationship between 
the nature of human hearing and 
a multitime-windowed transfer 
function that is much stronger 
than standard RTA or single-
windowed transfer function 
techniques. As a result there is 
strong correlation between what 
we measure with a fixed point per 
octave FFT transfer function and 
what we hear, giving new meaning 
and clarity to all those "squiggly 
lines."

Sam Berkow 

lighting professionals to that of 
medical professionals, video and 
lighting technicians would be the 
doctors and audio technicians 
would be the veterinarians. It takes 
a lot more diagnostic skill when the 
subject can't let you know what's 
wrong.

TC Furlong 

measurements in parallel and patching the responses
together into a single "quasi-log" display. This is accom-
plished by taking a separate time record for each octave
and using only a single octave of the data acquired.

The process begins at the high frequencies, where the
shortest time record is used. An FFT is taken and a fixed
number of data points are acquired for the upper octave.
This becomes the base resolution, expressed in "points
per octave" (PPO). We will not use the next octave down
because it contains only half as many data points, due to
the constant bandwidth of the linear data. This cuts the fre-
quency resolution in half, and by the next octave it is cut in
half again.

The challenge of the lost resolution is solved by keeping
only our highest octave data and throwing away the rest.
We then take another FFT from a time record of twice the
length, which gives us matching frequency resolution an
octave below the first. Each successive time record is twice
as long as the previous, which optimizes the analyzer to
achieve the same number of PPO for the octave below the
previous. This process continues until the lowest frequen-
cies desired have been measured. Note that the process
can continue infinitely but reaches a practical limit due to
the expanding time record length.

The sequenced series of time records creates a fixed
number of points per octave, but this should not be con-
fused with a true logarithmic computation. For example,
a 24 points per octave FFT representation has a constant
bandwidth that spreads over the octave. A truly logarith-
mic 24th octave rendering would have a constant percent-
age bandwidth for each slice of the octave. The maximum
difference (in percentage bandwidth) from the lowest to
highest frequency bin over an octave is approximately 2:1.
If the display is drawn with log spacing, the points can be
compressed and expanded to fill the octave very evenly.
This combines the ease of interpretation of a log display,
with the power of the linearly calculated FFT.

The fixed PPO computation includes a highly consistent
number of wavelengths over frequency in the measure-
ment window. The base resolution of 24 PPO corresponds
to inclusion of the direct signal and those that follow within

a 24-wavelength duration. Reflections or other summations
which arrive beyond that duration will be seen as uncorre-
la ted to the original signal due to their late arrival beyond
the length of the acquisition time record. Therefore, we
are seeing the same ratio of direct to early reflections over
frequency. Contrast this to any single fixed time record,
where we would see a different number of wavelengths
for every frequency (more at the high end than the lows).
For example, we will consider an analyzer with a single
time record length of 24 ms. At 1 kHz the analyzer would
see the direct signal and those copies (echoes and speaker
interactions) that fall with a 24-wavelength duration. The
time record length corresponds to the edge between tonal
spaciousness and echo perception. The same time record
would see 240 wavelengths at 10 kHz (perceived as an
echo) and only two wavelengths at 80 Hz (perceived as a 
strong tonal variation). Our goal is to have the thresholds
of tonal, spatial and echo perception appearing in a similar
visual fashion over frequency. This requires the multiple
time records of the fixed PPO transform.

Window Functions 

The process of counting out frequencies from the time
record goes along just fine as long as the frequency con-
tent is made up of exactly even multiples of the band-
width. But what about frequencies that are fractions of the
frequency resolution. If left untreated these frequencies
will masquerade as bursts of noise and create substantive
errors in the frequency response. The mathematical device
used to correct this is called the window function. The
errors caused by the fractional frequencies are reduced by
the application of this function.

The fractional problem occurs because the FFT ana-
lyzer works under the assumption that the sampled
waveform is repeated ad infinitum. While this is true of
much of today's popular music, we can not count on it. A 
by-product of the removal of infinity in our calculations is
the forcing of waveforms to appear to our calculations as if
they have gone on for infinity. Therefore, the time records
must have matching characteristics at the beginning and

Perspectives: The 
widespread use of the fix-
point-per-octave analyzer 

Perspectives: If you 
compare the diagnostic 
work of audio, video and 
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E x a m i n a t i o n

Figure 8.9 The fixed PPO (Constant Q) transfo

end points. The window function forces the time records
to be matched at the end points by clamping their values
to zero. The "window" is closed. The window opens both
at the front and back end, reaching its fully open state
in the middle. In essence, the time record is not treated
equally. Events that occur in the center of the time record
are favored over those in the ends. As you can imagine,
this creates some errors in the response. Our choices are
to live with these errors, instruct the musicians as to what
frequencies they can play, or measure for infinity. We will
take the errors. Fortunately they are a long way down if
we manage them well.

There are many ways to open and close the window:
fast, slow, rounded, triangular. The rate at which the win-
dow opens and reaches its peak creates a unique shape.
These functions have been named for their shape or their
inventor and are optimized for particular types of mea-
surements. The subject of windows and their prospective
benefits and errors is a topic that is covered in great detail

in advanced texts regarding digital signal processing and
FFT measurement. From the practical viewpoint of system
optimization we will limit our discussion to the types of
windows that are best suited for certain tasks.

Window function recommendations:

• For single-channel spectrum THD measurements the
flat-top window is recommended for its superior treat-
ment of sine waves.

• For single-channel spectrum hum measurements the
flat-top window is recommended for its superior treat-
ment of sine waves.

• For single-channel spectrum noise measurements the
Harm window (sometimes referred to as "Hanning")
is recommended for its superior treatment of random
signals.

• For dual-channel measurements the Harm window is
recommended for its superior treatment of random
signals.
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In most cases default window functions are appropriately
pre selected by the manufacturer of the analyzer rather
than left to the user. Users with special window function
requirements can deviate from the default settings. For
our needs most standard settings will be sufficient.

Signal Averaging
The acoustic environment is hostile to measurement. There
are many disturbances to the transmitted signal such as
ambient noise, reverberation and weather changes. Any
single acoustic measurement is prone to error from these
and other factors. The best we can do is to maximize accu-
racy under the practical conditions. One of the foremost
tools in this regard is averaging. Why trust one measure-
ment when we can look at a whole series of them and find
out what the trends are? If we take a second measurement
we have information that can't be found in the individuals
viewed singularly. Not only do we get a mathematical aver-
age of the two, we get the extent of the differences between
them: the deviation. Not only have we doubled our statisti-
cal reliability but we have a measure of stability that will
serve to help us ascertain the credibility of the data. If we
take even more averages we will increase our statistical
reliability and also further clarify the range of deviation.

Why do these factors matter? The statistical reliability
is how we immunize the signal from the errors caused by
the noise. Noise will be added to the input signal by the
time it reaches the output. Guaranteed. The relationship
of the signal with the noise fails the stable summation
criteria developed in Chapter 2. The two signals are not
correlated. This causes an unstable output signal that, on
a moment-to-moment basis, is non-linearly related to the
original input signal. Since noise is random, its summation
will eventually average itself out to zero due to the ran-
dom phase relationship of the noise to the signal. There-
fore if we average our signals sufficiently, the noise in the
response sums to zero and its summation effect upon the
signal at any given moment will be nullified.

Of secondary interest is the size of the deviation. If the
noise is strong compared to the signal, the deviation will
be large because the noise values will dominate the

response. A larger number of averages are required to
provide comparable reliability to one with a lower noise
component. As the signal-to-noise ratio falls, the number
of averages required to acquire a stable response rises. The
summation effects of the noise are statistically reduced,
but the presence of the noise contamination to our signal
is not; an important distinction. Our aural perception of a 
noisy signal is not equivalent to one that is free of noise.
Both the signal-to-noise ratio and the averaged signal char-
acter are relevant to our experience. Therefore we will use
averaging to determine the signal by statistically eliminat-
ing the noise and use the signal-to-noise computation to
track the amount of deviation. The measure of deviation
will be coherence, which will be covered shortly.

Averaging Types 

There are numerous mathematical possibilities for signal
averaging. We cannot cover all of them and instead will
focus the application of those schemes that are of pri-
mary interest to optimization. Further details on the math
behind these and on additional schemes can be found in the
publications of the manufacturer or in scientific journals.
The schemes can be divided into a few main categories: the
math behind the averaging, the weighting of the different
samples, and how the current numbers are maintained.

There are two primary math options: RMS and vector
averaging. RMS (root-mean-square) style averaging is used
for single-channel spectrum RTA-type simulations and for
impulse response averaging. RMS averaging is suitable for
averaging of random signals. It is relatively poor at dis-
criminating random from correlated signals, which means
it is not our first choice for transfer function measure-
ments. Vector averaging, by contrast, is highly sensitive to
variations in either amplitude or phase. The term vector
refers to the fact that this averaging scheme relies on the
vector value between the amplitude and phase (real and
imaginary) aspects of the signal.

Weighting schemes fall roughly into two types:
weighted or unweighted. The term weighting refers to
how much value each sample contributes to the final
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system today. When SIA-
SMAART first started appearing 
in the field for live applications, 
misuse was rampant. I suppose 
it still is. So often I still see bad 
decisions based on bad data, or bad 
decisions based on a fundamental 
lack of understanding of the 
issues at hand. Still, the greatest 
challenge I see in the field is 
getting a useable measurement 
and then knowing how to interpret 
it. We still have plenty of people 
happily producing flat lines on a 
display without even considering 
whether or not the measurement 
is valid. Validation and 
verification — "are we measuring 
the right thing, and are we 
measuring it properly?" — ought 
to be the focus. 

Doug Fowler 

average. If all samples are treated equally the averaging is
termed unweighted. This is the usual form of averaging
and is assumed unless noted. If some samples are given
extra levels of consideration the average is considered
"weighted." The most common form of weighted averag-
ing is exponential averaging, where the most recent sam-
ples are given higher weighting than older ones. Expon-
ential averaging is much quicker to react to dynamic
changes in a system, since it gives statistical preference to
more recent samples. Unweighted averaging is slower to
react since it factors old data with equal weight as new.
The exponential has less stability but higher speed for a 
given number of samples than a comparable unweighted
average.

The manner in which old samples are accommodated
is the final parameter. There are three popular schemes.
The first is the accumulator. In this type each new sample
is added to the combined average on an ongoing basis. A 
first sample enters and its value becomes the original base
value. When the next arrives the new values are added

to the base and divided by two. This yields an average
between the two values. When a third sample is taken it
is added to the previous combined data and the sum is
divided by three and so on. Accumulated averages have
the advantage of being the most stable over the long run,
since there are an unlimited number of samples possible.
However, should a change occur in the system response,
the accumulator could take a very long time to detect
such change since it may have in it hundreds of samples
of the outdated response. In those cases you must restart
the accumulator to freshen the response with a new base
value. The visual appearance of an accumulator resembles
watching plaster set. At first the plaster is highly flexible
and steadily turning solid, becoming steadily more imper-
vious to change.

A second scheme is a fixed number with an automatic
restart. Such a scheme is like a slow windshield wiper.
The response builds up for the fixed number and then,
swish, restart. This has its place when we are measuring
systems where changes are expected, such as an equalizer

Figure 8.10 Averaging types

Perspectives: Just about 
anyone can afford a 
quality measurement 
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Speed vs. Stability 

Maximum stability of the measurement comes from the
maximum number of averages. Maximum speed comes
from the fewest. Electronic signals usually have the lux-
ury of a high signal-to-noise ratio, compared to the noisy
acoustic environment. Electronic measurements are able
to utilize lower numbers of averages, thereby yielding
higher speed without significant loss of stability. Acoustic
measurements must sacrifice speed for maximum stability
by using large numbers of averages.

Thresholding

An additional point of interest to us is the prospect of sig-
nals which contain varying signal levels over frequency
and time, otherwise known as music. Well, some music, at
least. If we are to maintain statistical equality we will need
to measure loud signals with a smaller number of aver-
ages compared to quiet ones. When the music stops, what
then? The answer to this comes in the implementation of
a threshold, a device that monitors the input signal and
checks for signal strength. Only frequencies with sufficient
data sent to their input will be able to be accurately char-
acterized at the output. If we know we are not going to get
accurate data why bother to measure it? If the current sig-
nal is a flute solo, what do we think we are going to learn
about the subwoofer response?

The device that accomplishes this is called an ampli-
tude threshold. The threshold acts like a noise gate. For
each frequency bin the input level is checked against the
threshold. If it is above the bar, the signal is sent onward

for transfer function analysis and into the averager. If not,
the analyzer simply passes on the data and waits for the
next sample. When the music stops the analyzer idles.
Since there is nothing being sent to the system there is no
reason to measure it and every reason not to.

Not all dual-channel FFT analyzers utilize this capabil-
ity. Those that do use it enjoy a higher immunity from noise
in the transfer function and therefore higher stability.

Single-Channel Spectrum Applications
The frequency response can now be viewed in high resolu-
tion. The response shown represents combined amplitude
vs. frequency conversion of the waveforms obtained from
the various time records. It contains a record of the energy
over frequency and can be averaged from a series of suc-
cessive time records to create a more statistically valid
response. This response comes from the data streamed
from a single signal channel. That channel can be measured
for various operations such as spectral content, total har-
monic distortion (THD), noise floor and others. We will
refer to a single-channel response here as the spectrum.

The single-channel analyzer sees the incoming data
and relates it to an internal standard of reference. The
displayed values are the difference between the internal
standard and the measured response. The internal stan-
dard may be user-adjustable, such as a particular voltage
or dB SPL reference value, but it must be known. In other
words, if we are measuring voltage at the output of a sys-
tem we have an internal reference in our analyzer that is
calibrated in volts. If we want to discern the voltage gain
through the device we have two choices. We must stick to
a standard, known input signal, or we will have to reset
our calibration point to the actual level sent into the device
and scale our display in relative terms. The single-channel
analyzer is therefore source-dependent, i.e. it must operate
with a source with known amplitude and phase character-
istics over frequency, if it is to provide us with that knowl-
edge of the device under test. This seemingly small point
will loom very large as a limitation of the single-channel
analyzer.

or delay line. For stable system measurements the restart
is an annoyance.

A third scheme is the "first in, first out" (FIFO) style. In
this style the data flows through a pipeline of fixed length
and new data is flushed through the averager in sequence.
New data pushes out old data so that there is never a need
for restarting. The data is always current.
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Figure 8.11 Single-channel spectrum of a voice
measured with a multiple time-windowed, fixed points
per octave FFT analyzer (24 PPO) (courtesy of SIA-
SMAART)

The primary applications of single-channel measure-
ments in the optimization process are:

1. the monitoring of source frequency content, level and
range

2. total harmonic distortion (THD)
3. maximum input and output capability
4. hum and noise floor.

These functions fall almost exclusively into the verification
category of the optimization process, and are covered in
detail in Chapter 9.

Single-Channel FFT Limitations 

Single-channel measurements have inherent limitations
that affect their utility. Single-channel spectrum measure-
ments must have known source signals in order to make
conclusions regarding the response of the device under test.
A music signal played through an equalizer would show

the combined response of the music and the equalizer.
What part is the music, and what part is the equalizer?
We have two unknowns in our equation: unknown input
(the music) vs. unknown output (the music and the
equalizer).

Single-channel frequency response measurements must
have pink noise or some other signal with a known fre-
quency response. This source signal is then assumed to be
the "known" in the calculation of the frequency response
of the device under test and deviations from that "known"
response at the output are observed. THD measurements
require a low-distortion sine wave, while noise floor mea-
surements require no source at all.

A second limitation involves the testing of systems with
multiple components linked in series. This includes even
the most simplistic of sound systems. If multiple devices
are placed in series, the combined response can be found
by driving the first device with the known source and
measuring the output of the last device. However, with
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Figure 8.12 Limitations of single-point audio
measurements

a single-point measurement system it is not possible to
discern the individual effects of the components without
breaking the signal chain or making assumptions. Only
the first device is driven by a "known" source. All others
are driven by a preceding device, each of which has its
own effect on the signal. By the time we reach the output
of the second device we again have two unknowns in our
equation: unknown input vs. unknown output.

The spectrum response alone is will not be sufficient
for our optimization needs since it lacks the relative
phase data that we know will be critical to our decision-
making. Relative phase is derived from the comparison of
two phase responses: the input and the output.

To illustrate the difference consider the case of the
Beatle's 1968 recording of Abbey Road. If we were to listen
to this music currently it would be over one trillion degrees
out of phase at 1 kHz from the original source material.
The phase relationship to the original session, however,
is not relevant to our perception since we will not hear
a summation of the original music along with our CD

recording. The original sound has long since died away. If
we play this music through speakers, the phase response
of the room reflections will have a very large effect on our
perception, since we will be hearing both the original and
reflected signals summed together. In this case the relative
phase of the summed signals will be very relevant to the
sound quality.

Transfer Function Measurement
The response of a device from input to output is its transfer
function. The process of comparison measurement bet-
ween input and output is termed transfer function mea-
surement. This could be a passive device, such as a cable,
attenuator or filter, or an active analog or digital circuit.
The transfer function of a device is obtained by comparing
its input signal to its output signal.

The transfer function of a hypothetical perfect trans-
mission system would be zero. Zero change in level, zero
delay, and zero noise at all frequencies. Any device that
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passes s ignal wil l h a v e some deviat ion in transfer level
and transfer t ime and wi l l add s o m e no ise in the process .
Transfer function measu remen t can detect these changes
and has a var ie ty of w a y s to display t h e m for our analysis .
Whereas the spec t rum response measu red the output in
absolute terms, the transfer function wil l a lways use rela-
t ive terms: relative ampl i tude , relat ive phase , relat ive t ime
and signal-to-noise rat io.

The bas ic pr inciple of the transfer function analysis is
a dual-channel measu remen t whe re one channel is desig-
na ted as " k n o w n " and the other as "unknown . " The k n o w n
channe l b e c o m e s the s tandard and the differences b e t w e e n
the two are at t r ibuted to the device(s) b e t w e e n the t wo
points . This is usual ly the input and output of a device bu t
cou ld also be the output of two different devices such as
microphones .

T h e k n o w n channel can also be t e rmed the reference
channel or input channel . The u n k n o w n can be t e rmed the
measu remen t channe l or output channel . In any case the
differences b e t w e e n these are the point of interest.

T h e signal dr iving the input can be any type of signal.
Th is s ignal b e c o m e s our reference s tandard for measure -
m e n t and is t e rmed the source . I t could be any type of
mus ic , speech or r a n d o m noise . Th is source , even i f i t is
r a n d o m noise , b e c o m e s the s tandard used for compar i son .
It is impor tan t to m a k e a dis t inct ion regarding "no i se . " If
noise is sent to the input i t is the source signal. If an unre-
lated signal appears at the output , i t is "no ise . " In the wor ld
of transfer function measurement , we wou ld be m o r e accu-
rate to call our favorite test s ignal "p ink source ."

The source mus t contain a par t icular f requency for us to
m a k e conclus ions , therefore a full range of s ignals wil l be
required. This does not have to h a p p e n all a t once . Da ta
can be averaged over t ime, a l lowing the use of less dense
input signals.

Cer ta in condi t ions mus t be m e t to obta in a val id
transfer function measurement . These condi t ions can be
approached , bu t never perfect ly met ; therefore pract i-
cal considera t ions wil l l imit our ach ievement of such
condi t ions.

Figure 8.13 Two-point transfer function measurem                  
points

Perspectives  Transfer 
function. I love my 
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1. Stability: the transfer function response of a device
mus t be s table over the per iod of the t ime record. T h e
device under test can not be chang ing its transfer level
or its transfer t ime dur ing the sample per iod. If this
occurs , the compar i son be tween the source and the out-
put is no t stable. An i l lustrat ive example : a val id t rans-
fer function measu remen t of a rapidly m o v i n g speaker
is not poss ib le (Herlufsen, 1984 , p . 25) .

2 . T ime invariance: the tested device mus t not change its
response over t ime. In pract ical te rms, this refers to a 
t ime per iod longer than our measu remen t acquis i t ion
t ime, and includes the per iod over wh ich averaging is
taking place. A speaker ' s response could be ave raged
over a 16 second per iod. This response wil l change wi th
tempera ture . If the tempera ture is s table over those 16
seconds , the measu remen t is val id for that pe r iod of
t ime (Herlufsen, 1984, p . 25) .

3 . Linearity: the device mus t be linear. In pract ical te rms
the output mus t be propor t ional to the input and be
relat ively free of distort ion and noise . I t m a y have gain,
loss or de lay at any g iven frequency, bu t those prop-
erties remain consis tent regardless of the nature of
the input signal . For example , an amplif ier has a con-
stant vol tage gain that is appl ied to all s ignals unti l
i t reaches c l ipping. Pr ior to c l ipping the amplif ier is
opera t ing in its l inear range. After c l ipping the output
does not t rack the input s ignal , bu t has changing ga in
and added frequency content . The c l ipped amplifier i s
non-l inear (Herlufsen, 1984 , p . 25) .

We can never m a k e a perfect ly va l id transfer function.
However , in the pract ical wor ld of professional audio we
will have p lenty of use for this data, in spite of its imper-
fections. The env i ronment where we encounter loud-
speakers in the wi ld is a very dense jung le and transfer
function m e a s u r e m e n t has proven to be the bes t tool a t
captur ing the response and taming it. There are var ious
aspects that m a k e this env i ronment host i le . There is noise ,
lots of noise . There is non-l inear i ty and there are chang-
ing wea the r condi t ions . The mos t host i le of all, however ,
is an audience be ing subjected to p ink noise or s ine w a v e
sweeps .

The dual -channel F F T ma th has some impor tan t quali-
ties that aid us in these environs.

1. Source independence: the abil i ty to measu re wi th the
p rog ram mater ia l as the source m e a n s the analyzer can
cont inue to provide a cont inual s t ream of accura te and
meaningful data about the sys t em even wi th an audi-
ence present . T h e value of this is inherent ly obvious .

2 . Non- intrus ive access: the two measu remen t points
(input and output) can be fed from any two points in
the sys tem wi thout interrupting the s ignal path.

3 . C o m p l e x frequency response: the dual-channel
m e t h o d provides relative level, relative phase , relative
t ime and signal relative to noise data. These measure-
men t s provide the key data for dec is ion-making .

4. Best fit for non- l inear data: non- l inear e lements are
detectable because the analyzer has a copy of the origi-
nal response to compare to the output. The analyzer is
able to indicate frequencies where non-l inear data is
present in the measurement .

5 . Noise immuni ty : all measu remen t s conta in noise . The
dual-channel m e t h o d is able to identify noise as i t did
the non-l inear data above. I t also can min imize the
errors in the output response by averaging the response.
Averaging the series of responses causes the var ia t ions
due to noise to be min imized .

The above features are the keys to h o w the dual -channel
F F T analyzer i s successfully appl ied to sys tem opt imiza-
tion. N o w we wil l beg in to v iew the analyzer in the con-
text of our appl icat ion.

Frequency Responses 

There is a large family of responses over f requency n o w
avai lable to us. O u r efforts here wil l l imit the scope to
three ma in players: relat ive ampl i tude , relat ive phase and
coherence , over frequency.

R e l a t i v e A m p l i t u d e
Transfer function ampl i tude is a measure of relat ive level
be tween the two channels over frequency. S ince this is a 
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relative m e a s u r e m e n t i t i s m o s t c o m m o n l y expressed in
dB. Uni ty gain is O dB wi th gains be ing posi t ive n u m b e r s
and losses expressed as negat ive. Transfer function ampl i -
tude can be m o d e l e d s implist ical ly as division:

Output/Input = Transfer function amplitude 

I f the input r ises and the output r ises wi th it, we wil l see
no change . I f one changes and the other doesn ' t , we wil l
see the change . Transfer function ampl i tude is source-
independent . The source dr ive level or f requency conten t
wil l not affect the ou tcome of the measurement , p rov ided
it is sufficient to rise above the noise floor and b e l o w cl ip-
ping. This a l lows us to use p rog ram mater ia l for relat ive
ampl i tude measurements .

R e l a t i v e P h a s e
Transfer function phase is a measu re of relative t ime
be tween the two channels over frequency. S ince the abso-
lute phase of the individual channe ls is not in our focus,
all of our references wil l be to relat ive phase . For brevi ty
the te rm " p h a s e " wil l be hereafter a s sumed to m e a n rela-
t ive phase . Rela t ive phase is more complex than relat ive
ampl i tude . There i s a lmos t no th ing that can be said about
relat ive phase wi thout qualifiers and except ions .

Let ' s beg in wi th the s imples t one: zero degrees. O u r first
a ssumpt ion w o u l d be that a reading of zero degrees w o u l d
correlate to uni ty t ime (no t ime difference b e t w e e n input
and output) . N o t necessari ly. Uni ty t ime cou ld be a read-
ing of 180 degrees if there is a polar i ty reversal be tween
the measu red channels . Zero degrees could also m e a n
one full wave leng th delayed, wh ich is the same point on
our phase c lock face as 360 degrees . Or two wave leng ths
delayed wh ic h i s 720 degrees and on and on and on. That ' s
not all. Zero degrees could also m e a n that the output sig-
nal is one wave leng th ahead of the input signal; i.e. that
the measu red output ar r ived before the input . Confused?
I t doesn ' t s top there. Zero degrees could also m e a n that we
have reverse polar i ty and a delay of one hal f wave leng th
(or ahead) , or a de lay of 1.5 wave leng ths (or ahead) or 2.5
wave leng ths and on and on.

Al l of these possibil i t ies are real. K n o w i n g the phase
response only as a n u m b e r of degrees does not g ive us
sufficient context to k n o w w h i c h of the above possibi l i t ies
is actual ly happen ing . Yet we need to know. Hav ing just
the phase va lue as a n u m b e r gives us no th ing m o r e than
its posi t ion on a circle. This is l ike receiving the answer
" 2 2 seconds" to the quest ion " W h a t t ime i s i t ? " We need
more than a second h a n d reading. We need the minute ,
the hour, the day the year and so on to put " 2 2 s econds" in



378

Perspectives  The term 
"phase" is one of the 
most misused and 

misunderstood terms in audio. 
Phase is simply "frequency-
dependent delay"! Of course 
you "hear" phase it represents 
the time relationship between 
frequencies.... Measuring phase 
is a great tool that plays a critical 
role in system tuning. While 
manufacturers have different 
opinion regarding the importance 
of "relative" vs. absolute phase, 
systems that are tuned to be linear 
in phase typically sound their best! 

Sam Berkow

context . We wil l need to learn to read the phase response
in its context . This wil l take some t ime.

Polarity and Relative Phase 
As a first s tep let 's separate two concepts that get m i x e d
up together and compl ica te matters : polar i ty and relat ive
phase . Polar i ty is a direct ional indicator and is f requency-
independent . Pos i t ive polar i ty m e a n s that the input and
output s ignals t rack together in the same direction, e.g.
posi t ive-going wavefo rm at the input creates a pos i t ive-
going wave fo rm at the output. Polar i ty is inherent ly a rela-
t ive term. " R e v e r s e " polar i ty signifies a reversal of these
parameters . This is fairly c lear cut wi th in a par t icular
t ransmiss ion m e d i u m but requires at tent ion to s tandards
w h e n signals are t ransformed b e t w e e n m e d i u m s , e.g. they
change state from electrical energy to magne t i c or mechan-
ical. In such cases the relative polar i ty is cons idered "nor-
m a l " i f the change follows current s tandards.

There is a phase c o m p o n e n t bu t no delay c o m p o n e n t
to polarity. There is 180 degrees of phase shift at all fre-
quencies , or none . We can run an auto race c lockwise or
counte rc lockwise wi thout changing the ou tcome. This i s
no t to say polar i ty is irrelevant. Speakers and racecars wi l l
all need to be running in the same direct ion or there are
going to be head-on coll is ions.

Rela t ive phase is f requency-dependent . N ine ty degrees
of relative phase has no m e a n i n g wi thout frequency. Fo r
our purposes the context for phase comes from three
factors:

• frequency: this tells us the t ime per iod for the par t icular
range

• phase slope: the rate of phase angle change over a g iven
frequency span

• phase s lope direction: this wi l l tell us w h o c a m e first — 
the input or the output.

Wi th these three paramete rs we can beg in the convers ion
to phase delay, the measure of s ignal de lay (in ms ) over
the f requency range of interest. Le t ' s beg in the search. T h e
phase angle is imposs ib le to miss s ince i t mus t be some-
where on the 360 degree circle. Select the f requency of

interest and read out the n u m b e r of degrees. Voila! T h e
inherent l imita t ion of this data can be v isual ized wi th the
ana logy of a c lock. I f we are only shown the second hand
we can only tell the t ime relat ive to the current minute ,
w h i c h i s u n k n o w n . Unti l we k n o w the minute , hour, date
and year we wil l not be able to conclus ive ly put the m o v e -
m e n t of the second h a n d into a larger t empora l context . The
phase response over f requency display connects the dots
of the individual phase angles into a single l ine from lows
to h ighs . The cont inui ty of the l ine gives a context to the
individual points , by l inking t h e m together wi th other fre-
quencies . The l ine that connects any two phase da ta points
over f requency is t e rmed the phase slope. T h e s lope of the
line is indicat ive as to whe the r there is delay (and hence
an offset in t ime) b e t w e e n the input and output channe l in
that f requency range. If the l ine is hor izontal , the s lope is
flat, an indicat ion of no t ime difference b e t w e e n the two
points . If the l ine is tilted, a de lay be tween the input and
output channels i s indicated. As the s lope s teepens , more
phase delay is indicated. A ver t ical l ine w o u l d indicate
infinite delay.

The s lope direct ion (up or d o w n ) indicates wh ich of the
two channels is leading in t ime. Read ing the f requency
axis from left to right, a d o w n w a r d s lope indicates that
the output arr ives after the input data. An upward slope
indicates that the output arr ives before the input data. You
might be th inking this is a mispr int , or that I am hav ing
a menta l polar i ty reversal bu t I repeat , the output before
the input. To get our head a round this we mus t pu t on
our transfer function th inking cap and r e m e m b e r that our
perspect ive is relative. A n y two points in a sys t em can be
compared . T h e tempora l re lat ionship be tween t h e m is an
open var iable .

Wraparound
The phase response over f requency display conta ins an
unexpec ted and potent ia l ly confusing visual feature that
requires explanat ion. The ver t ical axis is a straight-l ine
representat ion of a circular ( 0 - 3 6 0 degrees) function. H o w
then does i t display phase shifts greater than 360 degrees?
W h e n a t race reaches the edge of the display, whe re does
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i t go? O n e opt ion wou ld be to s imply crop the image and
the phase response is no longer seen. This i s no t n eces -
sary or helpful. Ins tead, w h e n the t race reaches the edge
(360 degrees) we will d raw a l ine (the wraparound) to the
oppos i te edge (0 degrees) and cont inue from there.

The source of the confusion is that 0 degrees and 360
degrees appear to be the same points w h e n v i e w e d with-
out context . Re turn ing to our c lock analogy, they are the
same posi t ion of the second hand . The 360 degree reading
is, however , one wave leng th late (or ear ly) . Ou r s tudy of
summat ion (Chapter 2) tells us the impor tan t dis t inct ion
b e t w e e n be ing synchronous as c o m p a r e d to an offset of
one wave length . The wrapa round l ine differentiates the
otherwise ident ical radial phase angle posi t ions such as 10
degrees and 370 degrees . The wrapa round provides con-
text to the radial angle . A phase response over f requency
that conta ins no wraparounds has confined all of its t ime
offsets to wi th in a s ingle wave leng th at all frequencies. A 
response wi th mul t ip le wrapa rounds has some ranges that
are more than a wave leng th beh ind others. T h e convers ion

from radial phase to phase over f requency is i l lustrated in
Fig. 8.14.

T h e m o s t c o m m o n phase over f requency display has
zero degrees a t the center and ± 1 8 0 degrees a t the edges .
W h e n the response reaches —180 degrees the wrapa round
line j u m p s up and connects to the next point , + 1 7 9 degrees ,
wh ich is the s a m e point in the circle as —181 degrees. The
wrapa round ver t ical l ine is a v isual artifact and no t indi-
cat ive of a discont inui ty in the phase response of the
measu red device .

The phase response is a merge r zone b e t w e e n the lin-
ear and log f requency worlds . Its opera t ion is t ime-based,
and therefore, linear. Its audible effects are logar i thmic .
Therefore this is a good t ime for us to b r ing the two wor lds
together. T h e l inear representa t ion of a fixed de lay over
frequency shows perfect ly even spac ing b e t w e e n the
wrapa rounds as s h o w n in Fig. 8.14. This is due to the fact
that a comple te w r a p a r o u n d occurs wi th each mul t ip le of
the base f requency (F = 1 / T ) , after another 360 degrees of

Figure 8.14 Phase response "unwound." (3-D
artwork provided by Greg Linhares, courtesy of
Meyer Sound)

Perspectives  The creative 
forces wanted to put 
movie screens in front 
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phase shift has accrued. The beau ty of the l inear d isplay is
its clari ty of t ime-related interact ions over frequency. T h e
phase s lope stays absolute ly constant , because the t ime
delay is also constant . T h e downs ide is that i t does no t
resemble h o w we hear it.

By contrast the log representat ion shows the phase
response as having a different spac ing b e t w e e n each wrap -
around. The phase s lope b e c o m e s s teeper as f requency
rises. Also , the wrapa round b e c o m e s increas ingly c o m -
pressed as f requency rises. S ince our hear ing m e c h a n i s m
is log we wil l have to learn h o w to read phase slope in log,
a l though it is the more difficult of the two visually.

Phase Delay 
Flat phase over f requency comes in two principal forms:
0 degrees and 180 degrees . Ei ther w a y we have zero phase
delay over frequency. The 180 degrees vers ion is reverse
polarity. O n c e we introduce a s lope into the s i tuat ion
we need a formula that wil l decode the s lope into t ime.
Tha t formula is a var ia t ion of the T= 1 / F wh ich we have
encountered before.

The phase delay formula:

We wi l l n o w apply the formula to a transfer function
phase trace as shown in Fig. 8.15. Appl ica t ion of the
above formula wil l compu te to 1 ms of phase delay at all
frequencies.

Phase Slope 
For a fixed a m o u n t of phase delay over f requency the
phase s lope wil l have a constant ly increasing angle over
frequency (a log display is a s s u m e d from n o w on) . Each
succeeding oc tave wil l have double the n u m b e r of wrap-
arounds , s ince i t is double the f requency span. Each suc-
ceeding wrapa round wil l be incrementa l ly s teeper than
the previous , e.g. if the s lope at the first wrapa round is x 
degrees , then the next w r a p wil l be 2x degrees , fol lowed
b y 3x, 4x and so on.

Unfor tunate ly it is not poss ib le to relate this to a part icu-
lar angle , s ince the vert ical to hor izonta l ratios of a graph
are variable . The graph cou ld be short and wide , tall and
narrow, or square . Each of these w o u l d yield a different
slope angle for the same delay, even though in all cases
there is the same rate of phase change over frequency.
There is no mag ic number , such as 1 ms of delay, wh ich cre-
ates a 45 degree s lope at a g iven frequency. This does not
e l iminate its usefulness. Wi th a log frequency display the
slope angle indicates the n u m b e r of wave leng ths of delay,
rather than the t ime. T h e same s lope angle at different fre-
quencies indicates the same n u m b e r o f wave leng ths .

Le t ' s summar i ze the phase s lope propert ies .

• For a g iven frequency: the s lope angle is propor t ional
to the n u m b e r of wave leng ths of delay.

• For a g iven s lope angle: the a m o u n t of phase delay is
inversely propor t ional to the frequency.

• For a g iven phase delay: the s lope angle is propor t ional
to the frequency.

The n u m b e r of wave leng ths of de lay i s propor t ional to
frequency.

F r o m a pract ical point of v i ew the phase s lope wil l
inform us as to t rends in the response of a device as s h o w n
in Fig. 8.16. This wil l b e c o m e mos t useful w h e n we m o v e

where T is the phase de lay in seconds , P h a s e H F is the phase
angle at the highest f requency in degrees , P h a s e L F is the
phase angle a t the lowes t f requency in degrees , F r e q H F i s
the h ighest frequency, and F r e q L F i s the lowest frequency.

This formula can be appl ied to any range of f requencies ,
and yie lds the average amoun t of phase delay over the
selected range. Th is can be simplified as an express ion of
the rate of phase change over a g iven frequency span as
follows:
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Figure 8.15 Example application of the phase delay
formula for an electronic device with a fixed 1 ms delay
over all frequencies

Figure 8.16 Reading the phase slope
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on to the phase analysis of devices that do no t h a v e the
same amoun t of phase delay a t all frequencies. We n o w
have everyth ing we need to be able to identify phase de lay
at any frequency. The nex t step wil l be to apply these con-
cepts to identifying phase delay in the imperfect wor ld of
audio sys tems.

Frequency-Dependent Delay 
There are m a n y cases where devices in our audio sys tems
have different amoun t s of phase delay over their fre-
quency range. For example : everything. E v e n a cable has
phase de lay due to its capaci tance , inductance and length.
Hopeful ly the a m o u n t of phase delay wil l be so smal l as to
be negl igible . As a pract ical rule, we can a s sume that any
device wh ich has a non-flat f requency response wi th in the
audible range wil l have phase de lay differences over fre-
quency. In addi t ion there can be phase delay effects from
out of b a n d filters. AC coupl ing circuits operat ing b e l o w
the audible range can have phase de lay that reaches up
into the audible region. Transient in te rmodula t ion filters
(TIM) for ana log circuits and anti-al iasing filters for digi-
tal located b e y o n d 20 k H z can cause phase delay to reach
d o w n into the audible range as wel l . F requency divider
filters, equal iza t ion boos t and cut, whe the r ana log or digi-
tal, are also creators of f requency-dependent phase delay.
The mos t dramat ic case , however , i s the loudspeaker .
A single loudspeaker has a different phase de lay over its
entire opera t ing range . A wel l -des igned "phase cor rec ted"
sys tem wil l have ex tended ranges of min ima l phase shift,
whi le "sa les cor rec ted" vers ions wil l have smal l ranges and
w i d e var iance . I t has long b e e n the expecta t ion of m a n y a 
sales depar tment that we users lack the tools to invest igate
cla ims of phase perfection. Th is is no t the case, as the dual-
channel F F T analyzer i s affordable and c o m mo n p l a c e . T h e
skills to assess the loudspeaker phase response wil l soon
be yours .

Phase delay is a m o v i n g target, bu t one that we mus t
be able to identify and m a n a g e in the field. I t is due to
the complex i ty of identifying loudspeaker phase delay in
the wi ld that we have spent the t ime honing our skills on
s imple fixed delays in captivity. We are a lmos t there, bu t

we wil l cont inue to bu i ld up the complex i ty sequent ia l ly
by first explor ing f requency-dependent de lay in electronic
circuits.

Equalization Filters 
The equal iza t ion filter w a s also in t roduced in Chapte r 1.
Aga in we invest igate the filter pa ramete r phase effects.
T h e center frequency, filter topology and filter s lope and
magn i tude of the cut and boos t all have effects on the
phase response.

For equal iza t ion filters:

1. The a m o u n t of phase delay is inverse ly propor t ional to
the center frequency, i.e. a filter centered at 1 k H z wil l
have twice the phase de lay as one at 2 kHz .

2. The phase delay wi l l have specific character is t ics for
each filter mode l type.

3 . The amoun t of phase delay i s inversely proport ional
to the bandwid th , i.e. na r row filters create increased
delay.

The m o s t c o m m o n relat ionship i s that the phase response
s lope wil l be the first der ivat ive of the ampl i tude response .
The der ivat ive is a calculus t e rm that descr ibes the slope,
or rate of change , of a function or curve. The first der ivat ive
is found by reading the tangent of the s lope of the ampl i -
tude trace, w h i c h yie lds the phase trace. T h e tangent of a 
flat l ine (flat ampl i tude) is a hor izonta l line. T h e fol lowing
example uses an equal iza t ion filter wi th cut at a part icular
frequency. W h e n the ampl i tude trace bends d o w n w a r d the
tangent l ine angles d o w n w a r d as well . As the ampl i tude
slope increases the tangent turns d o w n w a r d and the phase
slope increases. As the filter nears the b o t t o m the ampl i -
tude loss rate decreases and the tangent tilt s lows. The
point where the rate of ampl i tude loss beg ins to s low cor-
responds to the turning point in the phase response . W h e n
the ampl i tude trace reaches its lowest point the tangent
goes hor izonta l again and the phase response can be seen
crossing through zero. As the ampl i tude rises ba c k toward
uni ty the tangent tilts upward and the phase response
m o v e s above the zero degrees l ine.
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Figure 8.17 Phase slope angles for example filters used
in parametric equalizers

Figure 8.18 Phase slope angle for example low-pass
filters used in spectral dividers
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capable of creat ing an even phase response over frequency.
W h e n the wave leng th exceeds the p is ton size the nature of
the radiat ion changes . O n e of the artifacts of that change
is increased phase delay. The phase delay increases as the
wave leng th increases in compar i son to the speaker size.
This relat ionship is scalar, so even mid- range frequencies
such as 1 k H z are large c o m p a r e d to a HF driver that is
less than ha l f its size. Fo r subwoofers , the entire opera t ing
range conta ins wave leng ths that are h u g e c o m p a r e d to the
radiat ing devices . As a result, subwoofer phase response
wil l s h o w a s teady increase of phase delay as frequency
goes down.

In mu l t iway sys tems three factors p lay parts in the
phase response: phys ica l d isp lacement of the two drivers,
the mot ion factors descr ibed above which act on the two
drivers differently due to their different d iameters , and the
electronic response . These aspects of the phase response
wil l affect h o w the acoust ical crossover funct ions w h e n
the speakers are combined . Fo r our current purpose i t wil l
suffice for us to observe the phase delay wi thout ventur-
ing further into its causes .

Summation Effects on the Phase Slope 
There i s an impor tan t dis t inct ion that mus t be m a d e from
wrapa round wh ich i s indicat ive of phase de lay and which
is found in a s u m m e d frequency response. If two (or more)
t ime offset s ignals are c o m b i n e d the phase responses com-
bine also. W h e n the phase responses fall 180 degrees apart
the dispari ty b e t w e e n the s u m m e d phase responses i s a t
m a x i m u m . This causes a response that appears similar to
a wraparound , bu t in this case represents a real acoust ic
result, ra ther than a v isual artifact of our analyzer. The
wrapa round and summat ion phase dis turbances can bo th
be seen in Fig. 8.16.

The key dist inct ion here i s that the c o m b i n e d summat ion
phase is a compromise va lue b e t w e e n two (or more) oppo-
sit ional part ies . The ou tcome of the interact ion depends
upon bo th the phase offset and level offset. I f the levels are
equal , the c o m b i n e d phase wil l fall ha l fway b e t w e e n the
conflict ing values , e.g. 90 degrees and 0 degrees wil l create
45 degrees in combina t ion . This s eems s imple enough a t

Frequency (Spectral) Dividers 
T h e spectral divider w a s in t roduced in Chapte r 1 . N o w
we wil l invest igate the filter pa ramete r effects on phase
over frequency. The corner frequency, filter topology and
filter s lope (order) all have effects on the phase response .

Effect of low and h igh pass f requency divider filters on
phase delay:

1. The a m o u n t of phase delay is inverse ly propor t ional to
the corner frequency, i.e. a filter that turns at 1 k H z wil l
have twice the phase delay as one that turns at 2 k H z .

2. The phase de lay wil l have specific character is t ics for
each filter mode l type. The mos t c o m m o n relat ionship
is that the phase response s lope wi l l be the first der iva-
tive of the ampl i tude response as descr ibed above .

3. The a m o u n t of phase delay is propor t ional to the filter
order, i.e. h igher-order filters create increased delay.

Loudspeakers
Loudspeakers create the ul t imate chal lenge. T h e y are
mechan ica l devices a t tempt ing to p roduce wave leng ths
that vary in size by a factor of over 600 :1 . To p roduce all
of these frequencies a t the same level and same t ime w o u l d
be a seeming ly imposs ib le task for a s ingle speaker. Then ,
add in our need for h igh power, direct ional control and low
distort ion wh ich creates the need for mul t iway sys tems
and the mechan ics b e c o m e more complex .

The inevi table result is a loudspeaker response w h i c h
has different amoun t s of phase de lay over frequency.

There are several pr incipal m e c h a n i s m s for this:

1. the different radiat ion m o d e s of individual speaker
over frequency

2. mechanica l d i sp lacement in mu l t iway sys tems
3. crossover irregulari t ies in mu l t iway sys tems.

If we measure a s ingle, full-range loudspeaker i t is v i r tual ly
assured that the h igh frequencies wi l l lead the lows. Th is
is due to the nature of the different m o d e s of radiat ion of
speakers . W h e n the wave leng th is smal ler than the speaker
diameter the sound radiates f rom the speaker wi th a pis ton-
type mot ion . O v e r this range a wel l -des igned speaker is
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Figure 8.19 Phase response of an example
loudspeaker with variable phase delay over frequency

Figure 8.20 Unwrapped phase responses over
frequency for the example electronic device (see
Fig. 8.15) and example speaker (see Fig. 8.19). The
unwrapped representations give a wider context to our
view of the phase slope over frequency. The contrast
between fixed delay and frequency-dependent delay is
clearly seen. All the ghosted phase responses shown in
each panel are the same. They are stacked and the trace
is unwrapped by connecting the bottom of the first "wrap"
to the top of the second
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people say, "Oh they SIM'd or 
SMAART'd that system and it 
sounded worse after they left." 
In response, of course, I explain 
how any alignment tool is simply 
a measuring device, and how 
making this accusation was like 
saying, "Oh, an electrician came 
to my house and he volt-ohm'd my 
breaker panel hut the house burned 
down." In that case, most would 
blame the electrician, not the 
meter, and we should do the same 
in this situation. 

John Huntington 

first g lance but has impor tant and potent ia l ly mis lead ing
implicat ions . The reduced phase s lope angle could be read
as reduced phase d e l a y whi le i t is actual ly the s imul taneous
presence of confl ict ing values . The ev idence of the conflict
remains on the screen in the form of the c o m b filtering in
the ampl i tude response , and the ragged edges in the phase
response where the phase responses h a v e reached their
m a x i m u m conflicts. Therefore , in cases where substant ia l
summat ion i s occurr ing , we wil l no longer be able to use
the phase s lope angle as an accura te indicator of phase
delay. The c o m b i n e d phase s lope does reveal the p resence
of the componen t parts, wh ich can be seen supe r imposed
over each other. This is the reason that all references to t ime
in regards to summat ion phase in this text have a lways
inc luded bo th of the individual t ime com ponen t s (see
Figs 2.15 and 2.16) .

In the event that the levels are no t ma tched , the compro -
mise va lue migra tes in the direct ion of the phase of the level
dominan t party. O n c e again, size matters . The lower level
s ignal causes s lope changes at the s ame rate over frequency,
since this is de te rmined by the t ime offset. The c o m b i n e d

slope angle shows the phase response of the lower level
contr ibutor as smal l d is turbances r iding above and be low
the dominan t phase trace.

There are some makers of c o m p l e x analyzers that expand
the ver t ical scale up to thousands of degrees so wraparound
can be e l iminated , achieving a response s imilar to the one
shown in Fig. 8.15. We should be w a r y of such results as
they are prone to errors w h e n unwrapp ing phase responses
which conta in summat ion from secondary sound sources
such as speakers or reflections. The abili ty to dist inguish
wrapa round from summat ion phase conflict is a carefully
acquired skill.

Coherence

T h e final c o m p o n e n t of the f requency response family is
coherence . Cohe rence provides an indicat ion of the sta-
bil i ty of the measurement . T h e coherence computa t ion is
a product of the devia t ion factor in s ignal averaging dis-
cussed previously. If the va lues for the different samples

Figure 8.21 Effects of summation on the phase slope
angle

Perspectives  I can't 
tell you the number 
of times I've heard 
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that compr i se an average are consistent , our conf idence
in the accuracy of the data goes up. Inconsis tent answers
create doubt , and lower confidence , leaving us wi th only a 
gross approximat ion of the response .

The unstable data that causes low coherence can c o m e
from a var ie ty of factors wh ich fall into two categories :
errors in the m e a s u r e m e n t procedures , and instabil i ty in
the response of the sys tem under test. Natura l ly we wil l be
very concerned to ensure that our tests are val id before we
pronounce that there are defects in the sound sys tem.

A c o m m o n example of the former, w h i c h hounds even
the veterans in the field, is forgett ing to set the acous-
tic propagat ion compensa t ion de lay so that the transfer
function is execu ted b e t w e e n signals m a t c h e d in t ime.
The " H e y d u m m y ! You forgot to set the delay!" screen is
s h o w n for reference in Fig. 8.22.

Coherence Defined
T h e definit ion of the coherence function as publ i shed by
a manufac turer of F F T analyzers is the "power at the out-

pu t relat ive to the p o w e r at the input ." (Herlufsen, 1984,
p. 28) A n u m b e r is p rov ided that descr ibes h o w closely
related the output s ignal is to the input . There are a var ie ty
of w a y s for us to v iew coherence in our context .

Coherence expressed in ana logous terms:

• A data qual i ty index.
• A reliabili ty indicator. It is the ana lyze r ' s w a y of

express ing the degree of conf idence i t has in the data
presented.

• The signal- to-noise ratio. A n y noise that contamina tes
our s ignal degrades the coherence va lue .

• An indicat ion of the stabil i ty of the measurement .

The addi t ion of coherence over f requency to our measure-
men t family provides a who le n e w dimension. We can
n o w look at a f requency response and assess qual i ty on
two levels: the m e a s u r e m e n t qual i ty and sys tem under
test quality. I f the coherence is low, ei ther we are measur -
ing i t wrong or there is someth ing that is caus ing inconsis-
tent results. Cohe rence requires averaging, and looks for
discrepancies b e t w e e n each of the individual responses

Figure 8.22 Effects of uncompensated delay on the
coherence, amplitude and phase
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that compr i se the average. I f every individual response
obtains the same va lues of ampl i tude and phase we wil l
have perfect coherence . If a n e w response deviates f rom
the previous va lues instabil i ty is seen by the analyzer, and
is reflected as a loss of coherence . Coherence looks at our
averaged data and does fact-checking l ike a detect ive at a 
c r ime scene. I f the stories we get recount the same exact
details over and over we have h igh confidence that we
are gett ing a true story. If the details keep chang ing we
lose confidence, and k n o w to take this data wi th caut ion
or disregard i t entirely. Coherence per forms our detect ive
work on every f requency b in in our response. In the rough
and tumble wor ld of acoust ic m e a s u r e m e n t we wil l rarely
take a measu remen t whe re all of the data tells a consis tent
story.

Coherence is calcula ted on a scale of 0 to 1 (or 0 per cent
to 100 per cent) wi th 1 be ing the h ighes t level. Cohe rence
is eva lua ted for each frequency bin. If there is no difference
b e t w e e n input and output ( including phase) the coher-
ence is perfect (1). There can be differences, however , w h i c h

do not degrade coherence , p rovided that the ou tput signal
remains l inearly related to the input. S ix dB of vol tage gain,
for example , w o u l d l inearly alter the output s ignal relative
to the input bu t leave the coherence unchanged . By con-
trast, delay b e t w e e n the input and output channels causes
the two measu remen t t ime records to be d r awn from differ-
ent wavefo rms . S ince the two signals contain unmatched
data, their relat ionship is not stable. This w o u l d result in
a coherence va lue less than 1. A third possibi l i ty is a com-
plete ly uncorre la ted re la t ionship b e t w e e n the two mea -
sured channe ls wh ich w o u l d reduce the coherence va lue
to 0. W h e n the output is l inearly l inked to the input the
relat ionship is t e rmed causal , i.e. the output response w a s
caused by the input. W h e n the output s ignal is un l inked to
the input i t is t e rmed non-causal .

Coherence , above all e lse , is a measu remen t of the causal
output s ignal s trength relat ive to the non-causa l output
noise componen t . A s s u m i n g that we have compensa ted
for any t ime offset b e t w e e n the measured signals as pre-
v ious ly d iscussed, we can n o w attr ibute coherence loss

Figure 8.23 Flow block diagram of transfer function with
noise sources
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to the behav io r of the measu red device , no t an error in
measurement . I f the output is all s ignal and no noise ,
coherence is 1. If s ignal and noise are equal , coherence
is 0.5. If the output is all noise and no signal , the coher-
ence is 0.

We wil l use some mus ic to create an ana logy for the
above examples . Cons ider the case of a mus ica l passage
be ing heard loud and then heard soft. We w o u l d recognize
the mus ic as different, yet related. Coherence is 1.0. Nex t
let 's l is ten to the open ing 10 seconds of a song. T h e n l is-
ten to the song for 10 seconds again, bu t start five seconds
later. T h e mus ica l passages are half-related. Coherence
is 0.5. Final ly l isten to some g o o d mus ic and then l isten
to some K e n n y G. These two forms of mus ic should be
100 per cent uncorre la ted. Coherence w o u l d be 0.0.

Factors Affecting Coherence
W h a t are the sources of noise in our measu remen t s , and
h o w does the coherence funct ion detect it? As our analyzer
sees it, there are two poss ib le k inds of signals at the output:
causal s ignals that are corre la ted to the input and those
that are not . There are invi ted guests and par ty crashers .
We can tell w h o w a s invi ted because we have a comple te
guest list: the input t ime record. If the wavefo rms at the
output s h o w up on our invi ta t ion list we can recognize
them. I f not, we k n o w they are uninvi ted . Unfor tunate ly
we do not have bounce r s to b lock them a t the entrance.
The bes t we can do is to identify them and moni to r their
effects.

N o w let 's consider a measu remen t of a speaker in a 
room. The input is the original signal.

Causa l s ignals a t the output w o u l d include:

• the original s ignal
• copies of the or iginal s ignal f rom other speakers
• copies of the original s ignal from reflections.

The original input s ignal wil l be recognized a t the output
and its level and phase relat ionship to the input found. C o p -
ies of the original w o u l d inc lude secondary sources such
as reflections or addi t ional speakers that are dr iven by the

s a m e source . I t is critical that we are able to differentiate
b e t w e e n causal and non-causa l s ignals , because the opti-
miza t ion strategies differ ma rked ly for each. The coher-
ence factor of the causal s ignal wil l r emain cons tant over
a series of averages , as wi l l the ampl i tude and phase
responses . Th is is indicat ive of a stable re lat ionship of
the output to the input s ignal and a s table s ignal- to-noise
ratio. T h e stable coherence va lue could be h igh or low. A 
s t rong cancel la t ion from c o m b filter summat ion wil l m a k e
a series of h igh and low coherence values that t rack the
peaks and dips. The coherence a t the peaks wil l be stable
and high, whi le a t the dips i t wi l l be s table and low. The
stabil i ty of the coherence r emoves any doub t as to the fact
that the peaks and dips are summat ion- re la ted and that
solut ions wil l be found in m a n a g e m e n t of such interact ion.
Equal iza t ion is an opt ion that is only appl icable to stable
data; therefore we wil l be mindful of this parameter .

A non-causa l interact ion creates instabi l i ty in the coher-
ence , a long wi th var ia t ion in the f requency response data.
In such cases the data m u s t have m a n y averages in order
to he lp to s teady the instability. Opt imiza t ion strategies
general ly are des igned to m a x i m i z e stabil i ty by min imiz -
ing the a m o u n t of non-causal output s ignal before apply-
ing equal iza t ion to the s table remainder. An il lustrative
example w o u l d be speaker focus angle and acoust ic treat-
ment . We can increase s ignal and reduce noise wi th an
opt imal focus angle and absorpt ion. The coherence value
w o u l d provide re levant informat ion on op t imiz ing these
paramete rs pr ior to under tak ing equal iza t ion on the sta-
b le remainder .

The e n d result is a f requency response that has causal
and non-causa l e lements . T h e coherence va lue reflects
their m i x proport ions , wi th s table values showing s t rong
correla ted presence . If the uncorrela ted s ignal is too large
the data wi l l never stabil ize sufficiently for us to obta in a 
definitive response of the sys tem. This sends a clear mes -
sage that s o m e major w o r k needs to be done before equal-
iza t ion is a t tempted.

There are an infinite n u m b e r of possibi l i t ies for non-
causal data sources .
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Non-causa l sources ( include bu t are not l imited to):

• dis tor t ion
• h u m
• noise
• audience par t ic ipat ion
• H V A C sys tems
• forklifts
• m o v i n g stage l ights
• j a c k h a m m e r s
• late-arriving echoes (from the fixed P P O ana lyzer point

of v iew)
• late-arriving sound from other speakers (from the fixed

P P O analyzer poin t o f v iew) .

The first e ight i tems above are all var iat ions on the same
theme. T h e y c o m e and go wi th no relat ionship to the
original s ignal . T h e y cannot be s topped, bu t they can be
detected. I f they are cont inuous they can be averaged over
t ime, and their effects seen as devia t ions above and b e l o w
the stable f requency response der ived from the correla ted
data. T h e last two i tems are a special case , s ince the signals

are late copies of the original . Exact ly w h a t i s mean t by
late? To answer this wi l l require a revisi t ing of the fixed
P P O (constant Q) t ransform.

Di rec t , Ear ly and Late Arr iva ls
We wil l add in one m o r e level of detail: the dist inction
b e t w e e n causal data that falls wi th in the t ime record, and
that w h i c h falls outside. T h e direct sound is the former. A 
reflection m a y fall ins ide the t ime window, outs ide i t or
s t raddle both. In order to preserve a cons tant n u m b e r of
points per octave , the t ime records are long in the LF range
and short in the HF range. I f the reflection arr ives wi thin
the s a m e t ime record as the direct s ignal , the reflection
wil l be recognized as causal ly related. O n c e the t ime record
acquis i t ion is comple t ed and sent for averaging, the ana-
lyzer starts over from scratch, wi th no k n o w l e d g e of the
previous t ime record. Reflect ions that are still bounc ing
around the r o o m from the previous s ignal b e c o m e instant
s t rangers to the analyzer. W h e n that sample is comple ted ,
the reflections from the previous sample are t reated as
noise .

Figure 8.24 The coherence function and causal noise.
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Perspectives  Learn your 
tools. No matter what 
tools you use, learn them. 

Get comfortable with them. If it 
becomes clear that it is time for a 
change, select your new tool with 
care and then use both the new and 
old together for a while so you can 
correlate the two. As you become 
more at ease with the new tool you 
can start leaving the other at home. 
Going from one tool to another 
cold turkey has always left me with
an empty feeling. 

Alexander Yuill-Thornton II 
(Thorny)

H o w m a n y mil l i seconds of de lay i s that threshold?
This wi l l depend on the frequency. A 100 ms reflection, for
example , falls far outs ide the short t ime records in the HF
range and wel l ins ide the long records of the LF range .
The reflection is the child of our input s ignal , so there is no
denying the parenta l relat ionship. The dist inct ion in this
case is that the analyzer sees the HF por t ion as non-causa l
(outside of the t ime w i n d o w ) and the LF por t ion as causa l
(inside the t ime w i n d o w ) .

The compos i te fixed P P O response i s m a d e up of mul -
tiple t ime records that range from a few mi l l i seconds to
over ha l f a second. In the resul t ing response the acoust ica l
propert ies of the hal l are select ively filtered so that a consis-
tent ratio of direct to de layed wave leng ths is classified as
causal , and later arrivals are classified as noise . F ixed points
per octave means , by definition, a fixed n u m b e r of late
wave leng ths are a l lowed in the t ime window. Reca l l that
the roots of the fixed P P O t ransform are in our tonal , spa-
tial and echo percept ion thresholds. The direct s ound and
the stable summat ions of ear ly causa l s ignals are the p r ime
candidates for equal izat ion, and are the source of tonal per-
ception. Signals that are perce ived as echoes are no t s h o w n
as stable f requency response devia t ions , bu t ra ther as
uncorre la ted instability. I f the stabil i ty is too low, we have
strong ev idence that equal izat ion solut ions wil l fail, s ince a 
stable target curve cannot be found. This wi l l he lp guide us
toward superior solut ions for these mat ters such as acoust ic
treatment , speaker focus, and phase a l ignment (delay set-
t ing). These considerat ions are also appl icable for s ignals
arr iving from other speakers that were dr iven by the s a m e
source. We can look around the r o o m and cons ider w h a t
t reatment opt ions remain for var ious interact ive features.
Fo r speakers wi th in a coupled array and nea rby reflections
all opt ions are open. A late arrival f rom a distant speaker
or reflective surface is no longer a candidate for pract i -
cal equal iza t ion above the ve ry l o w frequency range. T h e
mul t i t ime-windowed F F T m e t h o d (the fixed P P O / c o n -
stant Q) emphas izes the area of pract ical equal iza t ion by
presentat ion of the high-resolut ion f requency axis.

A stable response indicates that all sys tem opt imiza t ion
opt ions remain open to us: equal izat ion, relat ive level , de lay

sett ing, speaker focus and acoust ic treatment. An unstable
response , caused by late reflections and other speakers , i s
b e y o n d the equal iza t ion hor izon, bu t all o ther opt ions still
apply. A comple te ly unrela ted non-causal no ise source wi l l
require solut ions outs ide of the speaker sys t em and elec-
tronics. Acous t ic isolat ion from outside sources, or taking
a w a y the fork-lift keys , w o u l d serve as examples .

Instability in the Causal Signal
There is no guaran tee that our causal s ignal wil l no t
change . For example , an equal izer i s adjusted whi le be ing
measured . The output s ignal w o u l d be recognized bu t its
ampl i tude and phase relat ionship to the input is chang-
ing. This w o u l d result in a loss in the coherence reading,
even though the device i s opera t ing normal ly and no th ing
w o u l d sound wrong . The coherence i s a lways based on
an averaged value . T h e newes t f requency response data
is c o m p a r e d to the data a l ready in the averager. If the val-
ues are different, the coherence wil l drop, even if the dif-
ference is due to changes in the device, ra ther than noise
in the measurement . O n c e the changes h a v e s topped and
the response has stabil ized, the coherence wil l rise again.
S imply put, coherence ha tes instability, no mat te r where i t
comes from.

The behav ior of the coherence trace wil l have three bas ic
trends:

1. t empora ry drop w h e n the sys tem under test has
response changes

2. pe rmanen t stable response (high and low) w h e n
de layed causal s ignals are added to the direct signal

3. uns table loss w h e n non-causa l noise is added to the
output signal .

Impulse Response 

The impulse response i s another v i ew of the sys tem
response . An impulse response conta ins the s a m e infor-
mat ion as a transfer function frequency response as long
as they are based on the same t ime record. T h e same infor-
mat ion i s measu red about the sys tem bu t the impulse
response provides a vas t ly different perspect ive than the
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Figure 8.25 The coherence function and non-causal
noise.

Figure 8.26 Field example of the coherence function.
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frequency response . The impulse response gives us a direct
v i ew of the t ime d o m a i n of the sys tem under test. T h e
impulse response does no t have a f requency axis, bu t there
is f requency informat ion encoded in the trace. Recal l that
the phase response has no t ime axis, bu t as we saw earlier,
the t iming data can be found.

W h a t i s the impulse response? The first mat ter w o u l d be
to give i t the more accura te t e rm of "ca lcu la ted" impulse
response . The response s h o w n is the calcula t ion of wha t
the sys tem's response over t ime w o u l d be in the event o f
its exci ta t ion by a perfect s ingle impulse . The dis t inct ion is
that the input s ignal does not need to be an impulse at all;
in fact i t can be p ink noise or music .

L ike its f requency domain counterpar t , the impulse
response can inform us about the proper t ies of the speaker
sys tem, as wel l as the room. The t ime-domain representa-
t ion of the impulse great ly eases the process of separately
identifying the speake r ' s direct sound and the individual
r o o m reflections. W h e r e a s the frequency response conta ins
the effects of reflections super imposed on top of the direct
sound response , the impulse response displays the arrivals
in the order received. These tempora l clues a l low us to see
to identify individual paths by their relat ive propaga t ion
t ime. The t iming sequence , s t rength and polar i ty of each
arrival can be found. For our speaker sys tem response this
wil l disclose device polar i ty and its relat ive level above
the reflection pat tern. S ince the direct sound is our s ignal
we wil l find a signal- to-noise va lue in the relat ive signal
strength of our direct and reflected sounds until finally we
reach the noise of the sys tem under test ( a n d / o r our ana-
lyzer) . F r o m the room acoust ics perspect ive this t i m i n g /
level sequence is the decay character of the room.

Before m o v i n g forward we need to m a k e a dist inc-
t ion about the equiva lence b e t w e e n the transfer function
frequency response and the impulse response . O u r fre-
quency response measuremen t s are a compos i t e of mul t ip le
t ime records (the fixed p o i n t / o c t a v e F F T ) . The frequency
doma in of each of the individual componen t s of our res-
ponse wou ld conta in the same informat ion as an impulse
response of comparab le t ime, bu t no t o f s imul taneous
mul t ip le t ime windows . O u r mul t ip le t ime records create

a quasi- log response in the f requency domain , wh ich
select ively shor tens our t ime vista as f requency rises.
T h e impulse response t ime vista i s defined by the length
of the measurement . The frequency aspect of the impulse
response is l inear; s ince it is ba sed on a single t ime-
w i n d o w e d FFT.

H o w does this app ly to sys tem opt imizat ion? T h e mul t i -
w i n d o w e d F F T presents the f requency domain as i t per-
ce ived in our " tonal and spat ia l" zones . Long reflection
wi th s t rong HF content is far outs ide our tonal percept ion
window, and its effects are b e y o n d our w i n d o w length
in the HF range. We see i t in the analyzer only as a loss in
coherence or microscopic r ipple var iance . This reflection is,
however , someth ing we can hear as a discrete echo. I f we
are going to fix it, we wil l need to identify it. T h e impulse
response wil l see it, s ince its w i n d o w stays open for as long
as we ask it. The impul se response opens our v iew to events
b e y o n d the tonal percept ion hor izon and over the l ine into
discrete echo percept ion. I t is as natural to v iew responses
perce ived as echoes in the t ime domain as i t w a s for us
to v i ew the tonal response zone through the fixed P P O
viewpoin t of the frequency domain . The lonely spike that
s tands out in the c rowd of an impul se response is our m o s t
l ikely candidate for discrete echo perception. T h e impulse
response points us toward solut ions such as acoust ic treat-
men t and speaker pos i t ioning that have a h igh prospect of
success .

Acous t ic ians have a lways favored impulse response
measu remen t s and do so wi th real acoust ic impulse
sources such as pis tols and bal loons . N o w a d a y s the pref-
erence is towards omnidi rec t ional speaker sources or
other devices wi th k n o w n or control led direct ional i ty
and impulse response analyzers . The impulse response ,
whe the r obta ined by old or n e w methodology, shows the
initial arrival of the direct sound and a series of reflections.
The level of each reflection can be seen spread a long a t ime
line. H u g e amoun t s o f informat ion can be learned about
the acoust ical propert ies of the room, the rate and charac-
ter of the decay and more . This informat ion is pu t to use by
acoust ic ians under the p remise that a like type of exci ta t ion
wil l be used in the hall .
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For our amplif ied sound appl icat ion, the impul se
response wi l l be found only on our analyzer. No pistols
or bal loons . T h e foremost roles of this response wil l be the
sett ing of delay t imes and the identification of reflections
that m a y benefi t from treatment. T h e fine points of the
reverberat ion t ime and decay character are largely inap-
pl icable to our applicat ion. W h y ? Recal l that in Chap te r 4 
we discussed the contras t ing m e c h a n i s m s of natural and
amplif ied sound. The amplif ied sound mode l isolates the
space into a series of subspaces , wi th min imal emphas i s on
the r o o m as a h o m o g e n i z e d entity. T h e direct ional nature
of our loudspeakers wil l create par t i t ioned subspaces in
the room. I f we w a n t to evaluate decay and reverb, i t wil l
need to be done in zones , ra ther than globally. The nex t
i tem wh ich reduces the impulse response appl icabi l i ty
is the interact ion of sources on s tage. W h e n signals leak
into mul t ip le mic rophones or arr ive from stage moni tors ,
the densi ty of the impulse response for that ins t rument is
effectively mul t ip l ied . Eve ry channe l on the mixer conta ins
a different a m o u n t of leakage , each of wh ich is mul t ip l ied
by each reflection. The addi t ion of reverberat ion on the
channels a t the m i x console adds addi t ional densi ty and
the saga cont inues . The reason that this mat ters is that our
transfer function measu remen t s beg in at the output of the
console . Therefore the measu red impulse response shows
no hint of the mult ipl icat ions in arrival density.

This is no t to say that these factors do not w e i g h equal ly
in the frequency d o m a i n analysis . T h e y do. But our stated
goals in the f requency doma in have been very clear: min i -
m u m var iance , m i n i m u m ripple and m a x i m u m coherence .
We search only to min imize the r o o m interact ions. There are
no instances w h e r e we look a t the f requency response wi th
the concern that there is no t e n o u g h r ipple var iance . This
is no t true of the convent ional v i ews of impulse response
analysis . There is such a thing as not e n o u g h reverberat ion,
or decay s lopes that are too fast, etc. T h e evaluat ion stan-
dards for impulse-re la ted parameters , however , are unsur-
pr is ingly based on the acoust ic ian ' s perspect ive of natural
sound t ransmiss ion wi th our speaker sys tem subst i tuted
as the exci tat ion source. The closest that our amplif ied
sound sys tem wil l c o m e to this m o d e l in pract ical te rms is

a monaura l center c luster wi th a direct l ine input and no
outboard reverberat ion. T h e omnipresence of s tereo speak-
ers, dis t r ibuted subsys tems , open mics and electronic
reverberat ion show the extent to wh ich this mode l is based
on assumpt ions that are s imply non-exis tent a t s h o w t ime.

This is no t to say that acoust ic ians should no t evalu-
ate our rooms wi th impulse responses . I t i s on ly to say
that the s tandard "des i rab le" va lues are l ikely to leave us
wi th more reverbera t ion than we need. Those of us doing
sound sys tem opt imiza t ion wil l find prec ious few answers
in the impulse response that t ranslate direct ly into act ion
for us. For delay setting, the impulse is the obvious win-
ner, bu t for this we need little more than an accura te char-
acter izat ion of the direct sound arrival. Da ta relevant to
acoust ic t reatment considerat ions on a local level wil l be
shared b e t w e e n the t ime and frequency domains . Speaker
posi t ioning wil l be done pr imari ly in the f requency
domain , bu t the impulse response m a y prove useful in
the identif ication of reflections related to posi t ion options.
Equal iza t ion and level sett ing wil l be strictly in the fre-
quency domain .

Therefore , we need the impulse response to give clear
readings on direct sound and strong reflections. The rest is
opt ional , the uti l i ty o f wh ich wil l depend u p o n h o w m u c h
of our scope of w o r k inc ludes the room acoust ics .

There are six ma in features wh ich can be d iscerned from
the impulse response of a device:

1. relat ive arr ival t ime
2. relat ive level
3. polar i ty
4 . phase delay over f requency
5. HF rolloff
6. character is t ics 1 to 5 above for any secondary arrivals

(echoes , sound from other speakers) .

Each of those features has several possible ou tcomes that
can be found in the impulse response .

Rela t ive arrival t ime has three possibil i t ies:

1. If the input and output s ignals are synchronized , the
impulse is at the hor izontal locat ion des ignated as
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synchronized in the analyzer. This point m a y be on- or
off-center, and should have an indicat ion of the a m o u n t
of internal compensa t ion delay that has b e e n appl ied to
provide the synchronicity.

2. I f the output is late the impulse m o v e s to the r ight by
the amoun t of t ime offset.

3. I f the output is ear ly i t m o v e s left by the amoun t of t ime
offset.

T h e arrival t ime of echoes or secondary sources relat ive
to the direct sound is indicated by its hor izontal locat ion
relative to the direct.

Relat ive level has three possibil i t ies:

1. If the device gain is uni ty the impulse ampl i tude level
wil l be 1 or — 1 .

2. If the device has a loss in level the impulse ampl i tude
level wil l be b e t w e e n —1 and 1.

3. If the device has a gain in level the impulse ampl i tude
level wil l be m o r e than 1 or less than — 1 .

T h e compl ica t ions here are due to the presence of polar-
ity in vert ical scale values . Uni ty gain is 1 if the polar i ty
is no rma l and —1 if the polar i ty is inverted. M o r e on this
below.

Polar i ty has two possibil i t ies:

1. If polari ty is no rma l the vert ical l ine goes up.
2. If polar i ty is reversed the vert ical line goes down.

T h e polar i ty issue creates a no tab le side-effect on the
ampl i tude vert ical scale. To il lustrate this let 's cons ider
wha t happens w h e n gain and polar i ty bo th change . I t i s
s imple to visual ize that 6 db of gain, polar i ty normal , g ives
a l inear gain va lue of 2. Bu t w h a t is 6 db of gain, polar i ty
inver ted? Tha t w o u l d be —2, o f course , wh ich can be con-
fused wi th —6 d B , wh ich i t is c lear ly not. W h a t we have
here is a direct ional componen t (polari ty) independent of
level, wh ich is w h y the vert ical scale is linear.

For phase delay:

1. If the phase de lay is the s a m e for all f requencies the
impulse wil l be a straight vert ical l ine in one direction.

2. If the phase response is no t flat over f requency the
impulse wi l l be hor izonta l ly stretched. T h e size and
shape of the stretching wil l vary wi th the frequency,
bandwid th and phase delay t ime of the affected areas.

HF rolloff has two possibil i t ies:

1. If the device operates wi thout loss over the full fre-
quency range of the analyzer, the impulse wil l r ise as a 
straight l ine.

2. If the device has h igh-f requency rolloff the rise rate of
the impulse wil l be reduced proportionally.

Reflect ions and secondary arrivals wi l l be ha ve as
follows:

1. If there are reflections or other arrivals in the response
they wil l appear as addi t ional impulses .

2. All of the above character is t ics also apply to the level,
t iming, polarity, HF rolloff and phase de lay of the
echoes and other arrivals.

These are c o m m o n features to mos t vers ions of the impulse
response. There are addi t ional computa t ions that can be
done to create a var ie ty of manufacturer-specif ic enhance-
men t s to the impulse response . The m o s t press ing l imita-
tion of the s tandard impulse response is the l inear vert ical
scale for the ampl i tude response , wh ich is not opt imal ly
suited for ease of identif icat ion and character izat ion of
echoes . Acous t ic ians prefer to enhance the vert ical scale
through a convers ion process t e rmed the Hi lber t trans-
form, wh ich creates a log display. Very s implis t ical ly this
can be descr ibed as taking the absolute values of the lin-
ear impulse response and conver t ing the ver t ical scale to
log. The negat ive-going aspects of the impulse are folded
upward and jo in the posi t ive, creat ing bet ter visibil i ty of
the echo peaks above the noise . This computa t ion pro-
vides far super ior v iewing of echoes and displays their
relat ionship to the direct sound in dB . However , we mus t
exercise caut ion wi th this d isplay as the process of taking
absolute va lues obscures a pa ramete r that is of little inter-
est to acoust ic ians bu t critical for audio professionals: the
polar i ty of the signal .
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Figure 8.27 Impulse response

Figure 8.28 Comparison of log and linear impulse
response (courtesy of SIA-SMAART)
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Transfer Function Applications 

Transfer funct ion analysis is the foundat ion of m a n y of the
procedures that compr i se the verif ication and cal ibra t ion
stages of the opt imizat ion process . The transfer function
capabi l i ty wil l a l low us to m o v e freely a m o n g the sys tem
componen t s and subsys tems , acquir ing the necessa ry data
and verifying the resul t ing solut ions.

Transfer function appl icat ions include:

1. archi tectural acoust ical analysis us ing bo th the impul se
and frequency response

2. speaker posi t ioning us ing the f requency response
3. level sett ing us ing the f requency response
4. delay set t ing us ing bo th the impulse and f requency

response
5. equal iza t ion us ing the f requency response
6. polar i ty verif ication us ing the impulse a n d / o r fre-

quency response.

These techniques wil l be out l ined in detai l in the fol low-
ing two chapters .

Additional Features 

The features presented here bare ly scratch the surface of
the computa t iona l p o w e r avai lable in the dual -channel
FFT, m u c h less the full gamut of m o d e r n acoust ical analyz-
ers. There are Nyquis t plots , ceps t rum responses , Wigne r
distr ibut ions, t ime spectrographs , the modu la t ion transfer
function, intensi ty computa t ions , R A S T I , STI I I and on and
on i t goes . E a c h of these computa t ions conta ins informa-
t ion about our sound sys tem obta ined a n d / o r presented in
un ique ways . There is no technical reason to exc lude these
computa t ions from the discuss ion here. The m a t h beh ind
them is l ikely to be every bi t as sound as the ma th beh ind
the functions that we have covered in detail . The s imple
fact of the mat te r is this: as a pract i t ioner of sys tem opti-
miza t ion for over 20 years , I have no t ye t found a pract ical
implementa t ion of these t ransforms that I can translate into
direct opt imiza t ion act ion, w h i c h prec ludes me from offer-
ing advice in such matters . By contrast the bas ic funct ions
descr ibed h a v e prov ided answers that result in equalizer,

delay, level , speaker focus and w h e r e to pu t the fiberglass.
Ours is a pract ical t rade, no t a research and deve lopmen t
foundat ion. For this reason, the opt imizat ion stage wi l l
be dr iven by these bas ic F F T analyzer functions: s ingle-
channe l spec t rum, transfer function ampl i tude , phase ,
coherence and impulse response.

Other Complex Signal Analyzers 
T h e fixed P P O (constant Q) dual-channel F F T analyzer
as descr ibed above is not the only type of complex signal
analyzer. There are m a n y others a t the t ime of this wr i t ing
and there are certain to be more deve loped as t ime goes
on. There are m a n y of the s tandard l inear f requency span
F F T analyzers , there are specia l ized s t imulus response
sys tems and on and on. We wil l m a k e no a t tempt to be
comprehens ive here, bu t rather take a m o m e n t to discuss
the analysis sys tems that have p layed a significant role in
the field of sound sys tem opt imizat ion.

The mos t significant of the other types is the "ca lcula ted
semi-anechoic r e sponse" family of analyzers . These ana-
lyzers str ive to capture the response of a sys t em as w o u l d
occur i f the sys tem were free of some or all reflections. This
family of devices has far greater "noise i m m u n i t y " than
the fixed poin ts per oc tave F F T analyzer ; i.e. their abil i ty
to capture the direct sound a lone is unequaled . The extent
to w h i c h the response is free of the reverberant response
depends u p o n h o w quickly the m e a s u r e m e n t t ime win-
d o w is c losed and is user settable. Therefore , the user
m a y select to v i ew the sys tem wi th the direct sound only
or wi th s o m e combina t ion of the direct and reverberant
sound. Such sys tems are n o w based on the F F T and are
calculated wi th l inear f requency resolution. The original
concep t for the sys tem w a s deve loped by Richard Heyser
as t ime-delay spec t rometry (TDS) and w a s later manufac-
tured as the T E F sys tem. The bas ic s c he m e of the sys tem is
as follows: a sine w a v e sweep is in t roduced into the sys-
t em at a cons tant rate of l inear f requency rise over t ime.
A t racking b a n d pass filter sweeps at the same rate as the
source. T h e filter is de layed by the transit t ime to the m e a -
surement mic so that i t ma tches the sine w a v e frequency
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at the t ime of the arrival from the speaker. Bo th the s ignal
sweep and the filter m o v e upward . By the t ime the low-
frequency reflection has arr ived at the mic , the filter has
m o v e d to a h igher f requency and rejects its cont r ibut ion
to the f requency response. A n y reflection s lower than the
sweep rate wi l l be rejected. The faster the sweep , the fewer
r o o m surfaces are seen and the frequency resolut ion falls
proportionally. This response, l ike the calcula ted impulse
response d iscussed earlier, is a ma themat ica l const ruct ion
of the semi-anechoic response rather than an ac tual one .

Anothe r sys tem deve loped in the 1980s i s the m a x i m u m
length sequence sound analyzer ( M L S S A ) . Th is sys tem
achieves a s imilar response by t runcat ing the impulse
response . A response is taken of a k n o w n per iodic source
that contains all f requencies in a mathemat ica l ly ca lcula ted
non-repeat ing pat tern (the m a x i m u m length sequence) and
a calcula ted impulse response is acquired. T h e impulse
response is then modif ied by sett ing all of the va lues past a 
selected a mo u n t of t ime to zero. Th is process , t e rmed t run-
cation, deletes all of the reflections (or other s ignals) past
the given t ime from the data. As we discussed earlier, one
of the great at tr ibutes of the F F T is that i t can conver t in
bo th direct ions. In this case the t runcated impulse response
is used to create a f requency and phase response free of all
the r ipple var iance effect caused by the reflections past the
truncat ion point .

I t is poss ible to obta in responses on the ca lcula ted semi-
anechoic sys tems that matches that of the fixed P P O dual-
channel F F T plat form, bu t not likely. W h i c h is the " t rue"
response? N o n e of them. T h e y all have a l imi ted length
t ime record, ra ther than the cont inuous " rea l - t ime" nature
of the h u m a n hear ing mechan i sm. W h i c h is the bes t for
the task of sound sys tem opt imiza t ion? This has b e e n the
subject of m u c h debate .

I f the same techniques and methodo log ies were appl ied
it is l ikely that operators of different measu remen t plat-
forms w o u l d concur on three out of the five major cate-
gories of sound sys tem opt imizat ion: level sett ing, delay
setting, and speaker posi t ioning. These decis ions rely
pr imar i ly on compar i sons of different measurement s . The
process of compar i son renders the individual differences

in each p la t form less significant. Two measu remen t sys-
tems m a y see a g iven pos i t ion differently, but they are
more l ikely to see the relat ionship of that point to others in
a s imilar fashion. Dec i s ions m a d e on a compara t ive basis
are m u c h more i m m u n e to the absolute differences in the
evaluat ion of any single point .

The categor ies of equal izat ion and archi tectural treat-
men t are where the differences arise. The r ipple var iance
interact ion of the speaker wi th the r o o m is v i e w e d in an
absolute sense , and the differences in the data wi l l cause
different solut ions to be indicated. Because the calculated
anechoic sys tems use a fixed t ime record for each data read-
ing, the f requency resolut ion is linear. T h e cost of using a 
short t ime w i n d o w for all f requencies to r emove the room
is that i t r emoves details of bo th the direct and reflected
sound in the low frequencies. If a speaker is measured in
a r o o m at a significant dis tance, the calcula ted anechoic
sys tems wil l s h o w less low-frequency content than w o u l d
the fixed P P O FFT. As descr ibed previously, there are sub-
stantive errors in the data if the f requency resolution is
too low. Shor t t ime records, to r emove ear ly reflections,
are fine in the h igh end, where the wave leng ths are short,
bu t wi l l smoo th over all the details in the l o w end. Even
the response of someth ing as audible as a 0.1 oc tave para-
metr ic filter set to a 15 dB boos t at 40 Hz wil l be smoothed
a w a y wi th short t ime records. A typical fixed P P O ana-
lyzer has some 24 points per oc tave resolut ion from 160 Hz
on up. To achieve this we wil l need a m a x i m u m of some
640 ms of t ime record length, wi th less and less as we go up
in frequency.

Cons ider the fact that to obtain even the r idiculously
low resolut ion of one point per octave at 50 Hz requires a 
20 ms t ime record (one per iod) . There are l ikely to be high-
frequency reflections in the data wi th a 20 ms t ime record
(200 wave leng ths a t 1 0 k H z ) . I f we shor ten the t ime record
to 2 ms , to keep reflections out of the data, we w o n ' t have
a s ingle data point be low 500 Hz . Proponents of those sys-
tems advoca te taking a series of different speed sweeps or
changing t ime record lengths to get t hem the data from
the different frequency ranges . This is reminiscent of the
F F T wi thout the fixed P P O transform as descr ibed in the
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E x a m i n a t i o n

Preface (the "per i scope") . In order to get a comple te high-
resolut ion response the analyzer mus t take measu remen t s
one after the other wi th set t ings opt imized for each range .
As a result, l ike the early vers ions of the FFT, these sys-
tems are so c u m b e r s o m e to opera te that their influence has
not b e e n able to spread b e y o n d a smal l n u m b e r of devoted
pract i t ioners .

In spite of this, the great majori ty of the techniques
descr ibed in this b o o k can be appl ied to the opera t ion of
the ca lcula ted anechoic measu remen t sys tems and no
disrespect is in tended to their advocates . The set t ing of
delays, the procedures for opt imiz ing speaker angles and
m a n y more are functionally equivalent . I t i s pr incipal ly in
the subject of equal izat ion that the sys tems are opposed .
I t has long b e e n the posi t ion of the author that there are
equal izable por t ions o f the s p e a k e r / r o o m s u m m a t i o n and
that they mus t be detected to be managed . To r emove them
from v i ew w o u l d depr ive us of the opt ion of provid ing
solutions. The fixed P P O F F T analyzer provides super ior

v iewing of the equal izable por t ions and therefore wil l be
the foundat ional measu remen t tool for this text.

Analysis Systems
T h e perfect analyzer a lone does not a sound sys tem opti-
miza t ion tool make . There is more to a car than an engine.
T h e fully a s sembled analysis sys tem is a tool dedica ted
to our specific task: tuning the sound sys tem. I t m a y also
provide a hos t of addi t ional capabil i t ies , bu t the core
appl icat ion is opt imizat ion. The major p layers in the test
and measu remen t indust ry m a k e research tools. N o n e has
c o m e forth wi th a tool that did not require us to compi le an
assor tment of parts and p ieces to m a k e an analysis sys tem.
W h e n no other opt ion w a s avai lable all of the opt imizat ion
sys tems consis ted of genera l -purpose analyzer engines
wi th cus tom audio interface hardware . S ince then dedi-
cated sys tems have b e e n created by, or m a n a g e d by, audio
manufacturers .

Figure 8.29 When we began our setup there was no
one in sight and perfect quiet. By the time we were
ready for our first measurements we had dozens of
workers sealing the grout, a flame thrower to pre-heat
the bricks, a gas-powered blower to clean out the dirt
and a brick cutting tool all joining the measurements.
This is an illustrative example of "non-causal" coherence
degradation



400

90% of the measurement process. 
The other half is interpretation." 

Paul Tucci 

A dedicated opt imizat ion sys tem conta ins every th ing
we need to access the sound sys tem and m a k e decis ions .
The access mus t be carr ied out wi thout interrupt ing
the signal f low or injecting h u m or noise into the sys-
tem. We mus t be able to access bo th l ine level s ignal and
mic rophones for compar i son and mus t have delay com-
pensa t ion for la tency and acoust ic propagat ion delays.

The analysis sys tems that mee t our criteria a t the t ime of
wri t ing share the c o m m o n features of the mul t i t ime win-
d o w e d dual-channel , f ixed-point-per-octave F F T trans-
form. T h e y are op t imized for transfer function f requency
response as exper ienced inside of our tonal and spatial
percept ion zones . T h e y mus t s h o w relative ampl i tude ,
phase and coherence over f requency in resolut ions up to
at least 24 P P O . We wil l need an impulse response in order
to identify t ime offsets be tween speakers and reflections,
identify reflections and see discrete echoes that are outs ide
of our mul t i t ime w i n d o w e d frequency response. There
are two sys tems in wide use a t the t ime of wr i t ing that
fit this mode l . T h e y are l isted here in bo th chronologica l
and alphabet ical order. Each sys tem has un ique fea tu res /
benefits and hardware approaches . The mat ter of wh ich

plat form is the bes t for a par t icular appl icat ion wil l be left
to the reader and the manufacturers . T h e y share the key
features jus t out l ined and one addi t ional parameter : the
letter S.

• S I M ™ (Source Independen t Measu remen t ) by M e y e r
Sound .

• S M A A R T (Sound M e a s u r e m e n t Acous t ica l Analys i s
Real -Time Tool) by S I A Software.

Examina t ion is the key to knowledge of our sys tem. We
mus t remember , however , that no disease has ever b e e n
cured by diagnosis a lone. Treatment wil l be required
w h e n there is a need for a cure. O n c e the t rea tment p lan
is enac ted we can verify the result wi th our examina t ion
tools. O n l y then wil l we k n o w i f our diagnosis w a s correct.
The t rea tment p lans and the p roof of their effect for our
sound sys tem wil l compr i se the remainder of this book .

Reference
Herlufsen, H. (1984), Dual Channel FFT Analysis (Part I), Bruel & 

Kjaer, Denmark

Perspectives  To 
paraphrase Yogi Berra, 
"Obtaining good data is 
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Introduction
The end product of the opt imized des ign wil l be speakers
in posi t ion, acoust ic t reatment in p lace and equalizer, de lay
and level set t ings p r o g r a m m e d into s ignal processors .
These sett ings and decis ions c o m e about as the result of
very carefully conduc ted readings of the sys tem response in
a var iety of acoust ic and electronic locat ions. O n e decis ion
leads to the nex t as a complex sys tem is w o v e n together
out of the fabric of the individual e lements .

Wouldn ' t i t be depress ing and embar rass ing to learn
we had equal ized speakers w h i c h h a d polar i ty reversals
in the wir ing, losses due to unba lanced cables , or large
amount s of dis tort ion and other assor ted unexpec ted "fea-
tures." Perhaps an entire series of decis ions h a d b e e n pred-
icated upon the response of a speaker that had cardboard
left by the scenery painter in front of i t (this really hap-
pened) . W h e n these types of chal lenges are found a t the
beg inn ing they are par t of the process of discovery. W h e n
they are found near the conclus ion they are an embar rass -
m e n t and h u g e loss of t ime. I f they are d iscovered after
we have s igned off on the job , we m a y soon find ourselves
asking, "wou ld you like fries wi th t ha t ? " Our entire sys tem
calibrat ion wil l c o m e crashing d o w n like a house of cards
over false assumpt ions that should have been d i scovered

before safety cables were t ied in to the r igging or set t ings
were input into a processor.

The verif icat ion stage ensures that these types of chal-
lenges are sorted out in advance of the cal ibrat ion s tage of
the operat ion. This s tage consis ts of individual checkout
of each of the sys t em componen t s , and the in terconnect ion
wir ing. T h e verif icat ion process is a series of rout ine tests
that, for the mos t part, should turn up results indicat ing
that there is no p rob lem. There is a s imple rule of thumb: if
we follow all of the verif icat ion steps we wil l find no prob-
lems. If we skip verif icat ion and a s sume that th ings are cor-
rect there wil l be p rob lems wh ich wil l show up m u c h later,
wi th potent ia l ly catastrophic results. Personally, I w o u l d
sooner leave a sys tem verified and uncal ibra ted, than cali-
bra ted and unverif ied.

This sect ion outl ines the verif icat ion procedures , the
expec ted results and h o w to identify prob lems .

Test Structure
This is a test. I repeat. This is only a test.

Tests are quests for answers . O u r tests are no t open-
ended , or phi losophical . T h e y are ve ry specific quest ions

V e r i f i c a t i o n
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intended to seek out ve ry specific answers . To obta in
reliable answers we mus t s tructure the ques t ions
very carefully. The structure of the quest ion is the test
procedure .

A test p rocedure has the fol lowing features:

• W h a t do we w a n t to k n o w ?
• H o w can we learn it?
• H o w can we quantify i t?
• W h a t is the expec ted result a n d / o r acceptable measu re

or quant i ty?
• W h a t is the ou tcome, or end resul t?

First we m u s t define the subject o f the quest ion. W h a t do
we wan t to learn? The polari ty of a processor? T h e m a x -
i m u m level of a speaker? The subject has two parts: an
attribute and an object. Polar i ty and m a x i m u m level are
the u n k n o w n attr ibutes to be d iscovered. The processor
and speaker are the objects .

The o u t c o m e i s the answer to the quest ion in s o m e form
of units or quanti t ies. This could be reverse polarity, or
112 dB S P L i f we cont inue our above examples .

We wil l then deve lop a procedure to find them. This
is a specific set of tests pe r formed for rel iable repeatable
results. The ou tcome of the procedure is then v i ewed in
compar i son to the expec ted or acceptab le results. Cont inu-
ing the example above , reverse polar i ty is an unexpec ted
ou tcome for our processor. The 112 dB S P L reading a t
1 meter is acceptable for a g iven speaker mode l , s ince it is
wi th in its manufac turer publ i shed range.

The phys ica l object of our inqui ry i s the device u n d e r
test ( D U T ) . Th i s refers to wha tever we are measur ing ,
whe the r it is a s ingle cable, speaker, electronic c o m -
ponen t or the entire t ransmiss ion chain. The test s ignal is
the source wh ich , in m a n y of the verification phase tests,
is a specific k n o w n signal. S o m e tests require no source
at all.

We are done wi th theoretical constructs . T h e sys tem is
instal led and i t is t ime to find out wha t we have . Le t the
games begin .

Testing Stages
The verif icat ion of an instal led sys tem m o v e s through
three distinct s tages, each of wh ich conta ins a series of
individual test procedures :

• Self-verification: test the analysis sys tem to ensure
that i t can measure the sound sys tem accurately.

• Pre-verification: check out the sys tem before
calibrat ion.

• Post-verification: check out the sys tem after
calibrat ion.

The analyzer self-verification is required to ensure
that f indings abou t the sound sys tem are actual ly in the
sound sys tem, not the diagnost ic tool. O u r test s ignals wil l
need verification. Single channe l measu remen t s need a 
h igh qual i ty pure sine w a v e . Transfer measu remen t s need
a full r ange (not necessar i ly flat) source.

The acoust ic side is m o r e compl ica ted s ince the electri-
cal s ignal arr iving at our analyzer input has gone through
a transducer: the measuremen t mic rophone . A cal ibrat ion
paramete r mus t be p rov ided to translate the va lues into
dB S P L . A c o m m o n tool for this is a mic rophone cal ibrator
which suppl ies a k n o w n acoust ic level. The mic sensit ivi ty
is der ived from the measu red electronic level . For users
of mul t ip le mic rophones the relat ive va lues of sensi t ivi ty
and frequency response mus t be factored in.

The sys tem pre-verif icat ion focuses on ensur ing that
the sys tem has b e e n instal led as indicated by the sys tem
design specifications. This includes the obvious wir ing
and electronic verif icat ion and a host of other detai ls such
as the speaker posi t ions and initial focus angles . The latter
stage consis ts pr imar i ly of a verif icat ion of s y m m e t r y in
the cal ibrated system. For example , a s imple stereo sys tem
is init ially fully pre-verified and then cal ibrated on one
side. The second side is then post-verif ied to ensure that i t
is a symmet r ica l ma tch to the first. Post-verif icat ion con-
tinues indefinitely. Fo r example a pe rmanen t ly instal led
sys tem can be cont inuous ly verified to ensure that i t has
main ta ined its or iginal ly cal ibrated response.

There are m a n y tools that can be put to use for the verifi-
cat ion process . A list of the tools d iscussed in the previous
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Figure 9.1 Verification test reference

Perspectives  An 
important requirement 
for permanent 

installations is maintainability. 
Once the system is tuned it 
needs to stay that way. Using the 
pictures from the timing I can 
verify and correct if necessary any 
deviations. This is particularly 
useful when gear has been replaced 
after a failure. 

Bob Maske, Disneyland Resort 

chapter i s s h o w n in Fig. 9 .1 . Here we can see the var ious
appl icat ions for these tools, m o s t of wh ich wil l require no
further explanat ion. The remainder of this chapter wi l l
be spent on the complex tools found a t the b o t t o m of the
chart .

In our case the cal ibrat ion process wil l inc lude every-
thing from the console outputs to the speaker. Therefore
the verif icat ion of the componen t s in that part of the pa th is
mandatory . Opt ional ly we m a y also choose to verify com-
ponents ups t ream or outs ide of the t ransmiss ion sys tem.

Access Points
The bas ic ana log signal pa th flows a long a route as s h o w n
in Fig. 9.2. Each of the componen t s wi l l need to be verif ied
in var ious ways , to ensure that the sys tem is ready for cal i-
brat ion. M e a s u r e m e n t of a device requires access points
at its input and outputs . If these are no t p rov ided th rough
pa tch bays , etc. , the device wil l need to be taken off-line for
verification. T h e required verif icat ion paramete rs for each
device are s h o w n in the reference chart . Digi ta l sys tems
wil l also require verification. Access to the s ignal at points
in the digital ne twork wil l be required for us to provide
verif ication test ing. For our purposes here, we wil l focus

on the analog s ignal path, wh ich provides easy access . The
verification of digital sys tems can be deduced from this
approach at wha tever access points i t can provide.

Test Setup

There are two genera l -purpose setups for our verif ication
process: s ingle channe l and dual channel . E a c h configura-
t ion is op t imized for a par t icular set of tests. These tests
each in turn have electronic and acoust ic var ia t ions , giv-
ing us the total of four bas ic setups s h o w n in Figs 9.3 and
9.4. Test setup 1 provides s ingle channel measu remen t of
the device (or series of devices) wi th a k n o w n source sig-
nal. Test setup 2 is a transfer function m e a s u r e m e n t sce-
nar io that spans any n u m b e r of devices b e t w e e n the two
measu remen t access points . There are also two addi t ional
specia l ized transfer function setups that p rov ide verifica-
tion of mic rophones (Figs 9.5 and 9.6) . Refer to these f low
block d iagrams for the test procedures out l ined in this
chapter.

Verification can be per formed on individual c o m p o -
nents and on the sys tem as a whole . T h e c o m p o n e n t test
wil l inform us about the internal gain structure and other
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Figure 9.2 Access points for verification and the parameters to be
tested

Figure 9.3 Verification test setup 1  flow block of the test setup
for single channel verification procedures
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Verification test setup 2  flow block of the test setup for
dual channel (transfer function) verification procedures

Figure 9.5 Verification test setup 3  setup flow block and example
application for microphone level and frequency response matching.
Consistent microphone placement is required for accurate results
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Figure 9.6 Verification test setup 4: setup flow block and example
application for microphone response comparison

are still very complex tools. 
Start by making very simple 
measurements in a controlled 
environment. You need to be able 
to predict what the response will 
be when you make a measurement. 
Then change one parameter of the 
measurement and predict what the 
new result will be. Until you can 
repeatedly get the proper results 
in a controlled environment you 
do not have a hope of measuring a 
complex system in a large space. 

Fred Gilpin 

features of a par t icular device. It wil l not tell us, h o w -
ever, about h o w i t wil l behave w h e n in terconnected to the
devices at its input and output . It is , after all, the fully con-
nec ted sys tem w h i c h wil l need to drive the amplif iers to
full p o w e r wi th enough head room to prevent early over-
load. The integri ty of the fully assembled sys tem wil l be
the final test.

Procedures
There are two bas ic forms of procedures : direct and c o m -
parat ive. Direct procedures find a result in absolute terms.
An e x a m p l e of this w o u l d be a device wi th a m a x i m u m
output capabi l i ty o f + 2 4 dBV. Compara t ive procedures
evaluate the f indings of direct procedures and quantify the
difference. Car ry ing our e xa m ple onward we migh t find
that the difference in m a x i m u m output capabi l i ty b e t w e e n
two devices w a s 6 d B . A n y of the direct procedures can be
carr ied forward to provide a compara t ive result against a 
g iven s tandard or a p rev ious ly per formed measurement .
Therefore we wil l concentra te on the direct procedures

wi th the unders tanding that compara t ive procedures can
be s tructured as required on site.

Noise Over Frequency
No rock concer t o r spor t ing event w o u l d be comple te with-
out s o m e o n e shout ing "Le t ' s m a k e some noise !" O u r sound
sys tem wil l need no such encouragement . The upper limit
of our dynamic range w o u l d be the noise the performers
are asking for. The noise we are concerned wi th creates the
lower l imit of our dynamic range. Hopeful ly these can be
kept far apart. Al l devices create some noise . O u r tests wil l
de te rmine the level over f requency of the noise floor.

T h e test for noise amoun t s to "Dev ice unde r test 'un-
p lugged ' , " bu t there can be s o m e addi t ional considerat ions .
O n e is that the D U T level controls m a y have an effect on
the ou tcome. I f the D U T has bo th input and output level
controls their relat ive posi t ions are certain to affect this
ou tcome . H o w the internal ga in structure of the device
wil l affect the no ise wil l be detai led in the procedures
wh i c h follow.

Perspectives  Even the 
most highly optimized 
analyzers on the market 
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starts to tweak an EQ to make 
it sound right, the root cause of 
the problem is usually missed. 
What I have found is that if 
I break the system down into 
smaller subsystems which can be 
easily verified, and then combine 
the subsystems in a controlled 
manner, I can isolate these 
kinds of interaction issues, and 
eliminate the element of magic in 
the system setup. This can be as 
simple as checking signal integrity 
and polarity at each stage of the 
signal path, for example  source 
outputs, mixer/processing inputs, 
mixer/processing outputs, amp 
inputs, amp outputs, speaker 
inputs. Especially with DSP-based 
devices where there can be multiple 
gain stages and processing 
blocks hidden in the bowels of 
the software files, it is especially 
important to be able to trace the 
integrity of the signal from source 
to speaker. 

Dave Revel 

There are t w o m a i n types of noise in electronic devices:
" h u m " and "no i se . " H u m is a series of s teady sine w a v e
tones that are ha rmon ic mul t ip les of the l ine frequency.
A n y device has internal h u m caused by its o w n p o w e r sup-
ply. Best results are obta ined wi th ei ther shor ted inputs or
us ing a low resis tance te rminator bu t h u m can also accu-
mula te in the in terconnect ion process . Wir ing schemes wil l
have a s t rong effect on the s trength and ha rmonic structure
of the h u m componen t . Wir ing s cheme h u m i s induced by
differences in g round current, t e rmed a "ground l o o p " or
by e lec t romagnet ic interference (EMI) .

The te rm noise refers to the r a n d o m noise c o m p o n e n t
that is genera ted inside the act ive electronic circuits. This
is "whi te no i se , " the l inear vers ion of noise (equal energy
per f requency) . Audib le whi te no ise has ha l f of its energy
in the b a n d from 10 k H z to 20 kHz . Therefore we first hear
as "h i ss" the p resence of ex t reme high frequency ran-
d o m noise . Hiss can be min imized by proper gain struc-
ture managemen t . However , we mus t be wa ry of hiss

reduct ion schemes that also reduce the m a x i m u m output
capability. We mus t ensure that we have sufficient dynamic
range to reach full power .

There are a vir tual ly unl imi ted n u m b e r of no ise sources
in our acoust ic wor ld . The single channel response at the
mic rophone wil l see the acoust ic response wi th no input
signal appl ied to the sys tem. If the noise s ignal comes from
our electronics then all of the factors just d i scussed app ly
If i t does no t c o m e from our electronics then this w o u l d be
a good t ime to use these impor tan t verification tools: eyes
and ears .

Note : no conclus ions regarding h u m and noise can
be m a d e about an electronic device w h e n someth ing i s
p lugged into its input. In such cases the noise at the output
m a y conta in noise presented a t the input or induced by
the interconnect ion. M a n y noise specifications publ i shed
by manufac turers call for shorted inputs . T h e lowes t noise
readings are obta ined wi th ei ther shorted inputs or by
using a low resis tance input terminator.

Figure 9.7 Example application of the hum and noise verification
procedure

Perspectives  If one 
just turns on an entire 
complex system and 
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Test: Noise over F r e q u e n c y
• Subject: De te rmine the level of the h u m and noise floor

of the D U T
• Source: N o n e
• DUT: Electronic componen t s , speakers , full s ignal

chain, or entire ne tworks
• Units: Volts (dBV) for electronic, dB S P L for acoust ic
• Setup: #1 (single channel) . D i sconnec t or short the

device input. Device output to analyzer
• Procedure:

1. Disconnec t source from D U T input to r emove the
possibi l i ty of in t roducing h u m or noise .

2 . Op t imize analyzer input ga ins to the m a x i m u m level
short of over load.

3. Measu re the output wi th a single channe l F F T
high-resolut ion spectrum. The opt imal F F T w i n d o w
should be flat-top (for h u m ) or Hann (for r a n d o m
noise) .

4 . Enab le s ignal averaging, s ince the r a n d o m noise
c o m p o n e n t be ing m e a s u r e d wil l be var iable over
t ime.

5 . Read the ou tcome in vol tage , d B V or dB S P L (the mic
sensi t ivi ty mus t be k n o w n for this) at the desired fre-
quency range and compare to manufac tu re r ' s speci-
fication or other threshold of acceptabili ty.

Total Harmonic Distortion + Noise (THD + n)
H a r m o n i c distort ion adds energy at frequencies that are
mul t ip les of the original s ignal , dubbed the f u n d a m e n -
tal. Ha rmon ic dis tort ion can happen sporadical ly or con-
tinuously. T H D detect ion is typical ly done in isolat ion.
A single f requency is sent to the device at a des ignated
drive level. A perfect s ine w a v e has no ha rmon ic series,
so the p resence of ha rmonics is ev idence of T H D . I f the
noise floor at the ha rmon ic f requency is h igher than the
actual ha rmon ic dis tort ion level , the noise level wil l be
read as T H D . Hence the t e rm T H D + n, wi th n referring
to noise . T h e T H D measu remen t is val id for the g iven fre-
quency and dr ive level. Fo r m o s t ana log electronic and
m o d e r n digital devices the T H D levels wil l remain fairly

cons tant over f requency and level . The T H D measu remen t
is ve ry m u c h a "source dependen t measu remen t . " Once
again we return (very briefly) to the subject of resolution.
In this case our concern is the puri ty of the sine w a v e
source signal. I t has dis tort ion of its own, w h i c h present
a lower l imit to w h a t we can measure . Before at tr ibuting
T H D to a device under test, we w o u l d be wise to test the
T H D of the genera tor directly. This w o u l d be another facet
of our analyzer self-verification process . M o s t inexpen-
sive sine w a v e osci l lators are not sui table for T H D test-
ing because of the h igh distort ion of the s ine w a v e s they
generate . M a n y of t hem are no bet ter than one ha l f percent
distortion.

Note : i t is poss ible to receive mis lead ing readings in
T H D + n measu remen t s us ing F F T analyzers . Three factors
are critical. First, we mus t opt imize the ga in structure
of the analyzer to ensure that we are not measur ing the
analyzer noise floor. S e c o n d is the puri ty of the sine w a v e
source s ignal as d iscussed above. A n d finally we mus t
opt imize the F F T w i n d o w for a sine w a v e input signal to
min imize the leakage c o m p o n e n t in the F F T computa t ion .
See the analyzer manufac ture r ' s opera t ing instruct ions for
details.

Test: Total H a r m o n i c Dis tort ion + Noise
• Subject: The percentage of T H D + n in the D U T
• Source: S ine w a v e
• DUT: Electronic componen t s , speakers or full s ignal

chain
• Units: Percentage of T H D at specif ied level and

frequency
• Setup: #1 (s ingle-channel) generator to device input.

Dev ice output to analyzer
• Procedure:

1. Dr ive D U T at desired level and frequency wi th sine
w a v e source. 1 vol t (O dB) @ 1 k H z is typical .

2 . P lace the cursor on the fundamenta l frequency.
3. Op t imize analyzer input gains to min imize noise in

the measurement .
4. M e a s u r e the output wi th a s ingle channel F F T

high-resolut ion spect rum. F F T w i n d o w should be
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Figure 9 8 Example application of the THD + n verification procedure

flat-top or other w i n d o w sui table for sine w a v e anal-
ysis.

5 . Read the ou tcome in % T H D and compare to m a n u -
facturer 's specif icat ion or other threshold of accept-
ability.

Note : i f the analyzer does not compu te the T H D directly,
the va lue wil l have to be de te rmined manua l ly as fol lows.
T h e distort ion is the level offset b e t w e e n the fundamenta l
and each ha rmonic . The T H D is a compi la t ion of the first
n ine harmonics . Each 20 dB of level offset cor responds to a 
decimal poin t change in dis tor t ion level for the indiv idual
componen t s . As a quick reference the fol lowing wil l get us
in the bal lpark:

- 2 0 dB = 10 per cent

-40db= 1 pe r cent

- 6 0 dB = 0.1 p e r c e n t

- 8 0 dB = 0.01 p e r c e n t

Maximum Input/Output Capability Over
Frequency
M a x i m u m i n p u t / o u t p u t ( I / O ) capabi l i ty i s a measure-
men t of the upper l imit of the dynamic range , the lower
limit be ing the noise floor we measu red earlier. A typical
electronic dev ice dr iven a t levels b e l o w m a x i m u m wil l
operate in their l inear range, relat ively free from distor-
t ion and compress ion . We wil l k n o w we have reached the
m a x i m u m level w h e n ei ther gross distort ion or compres -
s ion occurs . A s s u m i n g such a device has a flat f requency
response, the m a x i m u m capabi l i ty wi l l no t change m u c h
over frequency. This is a ve ry s t ra ightforward test for an
electronic device.

N o t so for speakers . For speakers , the onset i s m u c h
more gradual , wi th dis tor t ion r is ing gradual ly as the
m a x i m u m is reached. For a speaker, the m a x i m u m S P L we
find for a g iven f requency ho lds for only that frequency.
Fur thermore , the dB S P L readings for a g iven frequency
wil l no t l ikely cor respond to the manufac ture r ' s stated
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specif icat ions. Such specif icat ions are typical ly g iven wi th
a full bandwid th exci ta t ion source and cover the full r ange
of the device. Do no t be surpr ised i f a 130 dB S P L rated
speaker is capable of only 110 dB S P L w h e n dr iven wi th a 
sine wave . Addi t iona l caut ions regarding this type of test-
ing wi th loudspeakers includes the dangers of h igh SPLs
to bo th l istener and loudspeaker alike. The use of ear pro-
tect ion and speaker protect ion are required.

N o w let 's return to the electronic device . We have
already seen h o w to identify ha rmon ic distort ion in smal l
quanti t ies. F ind ing the over load point is easy since the
T H D level abrupt ly rises as the device reaches c l ipping.
The test amoun t s to "turn i t up until i t c l ips ," bu t there can
be some addi t ional considerat ions . O n e i s that the D U T
level controls m a y have an effect on the ou tcome. If the
D U T has bo th input and output level controls their rela-
tive posi t ions are cer ta in to affect the ou tcome. M u c h can
be learned about the internal gain structure of a device in
this regard.

Pseudo-Unity Gain 

A rose is a rose is a rose is a rose. 
Gertrude Stein, 1913 

Unity gain is not unity gain is not unity gain. 
606 McCarthy, 2006 

If we measu re a device and the output level is equa l to
the input, we can conc lude that i t is uni ty gain. But not all
uni ty gains are created equal . The overal l ga in of a device
is the compos i te of all of its ga in stages. These s tages m a y
have internal boos ts and cuts that offset each other ei ther
by design or by user adjus tment of the input and output
level controls . I t can also h a p p e n wi th or wi thou t mete r ing
that accurate ly indicates the internal levels. Does i t mat te r
as long as things end up uni ty ga in? Yes. I t can change the
m a x i m u m I / O capabi l i ty and the level o f the noise floor
at the output. T h e internal gain structure of a device wil l
de te rmine h o w easi ly we can guide a s ignal wi th h igh
dynamic range from input to output wi thout c l ipping,
excess ive noise and ready to dr ive the next stage.

The dynamic range of the sys tem as a w h o l e is l imited
by its weakes t link. If a device wi th a smal l dynamic range
feeds one wi th a w ide range , the latter device should have
no t rouble pass ing the s ignal through b e t w e e n its upper
and lower l imits . On the other hand , i f a w i d e dynamic
range s ignal is fed into a restr icted range device , something
has to give. We can ' t fit a 120 dB range of signal through
a 100 dB device. Barr ing s o m e form of compress ion and
expans ion (like Dolby™) we either lose 20 dB of head room at
the top, gain 20 dB of no ise a t the bo t tom or spread the loss
be tween . We cannot fit six liters of wate r in a five-liter jar.
His tor ical ly there has b e e n such a dynamic range mismatch
be tween the analog and digital audio domains . The gap
b e t w e e n t h e m is closing, bu t the ana log wor ld still enjoys
a wide r range. O n e of the p laces where we mus t be vigi-
lant about our gain s tructure is at the t ransi t ions be tween
these domains .

Three w a y s to uni ty ga in from through a device:

1. Uni ty gain at the input, uni ty gain at the output: stan-
dard for devices wi th h igh dynamic range . This wil l
result in the least a mo u n t of change in m a x i m u m i n /
out capability, and noise .

2. 20 dB gain at the input , 20 dB loss at the output: some-
t imes used for devices wi th low dynamic range. This
wil l result in a 20 dB loss in m a x i m u m i n / o u t capabi l-
ity, and min ima l addi t ion of noise .

3. 20 dB loss at the input, 20 dB gain at the output: not
advisable in m o s t cases . This wi l l result in no loss in
m a x i m u m i n / o u t capability, and potent ia l ly add 2 0 d B
of noise .

T h e first of these scenar ios is uni ty gain. T h e second
and third are pseudo-uni ty gain. The boos t a t the input
me thod b e c a m e popu la r in the era of 16- and 18-bit digi-
tal devices . T h e dynamic range difference b e t w e e n analog
and digital devices often exceeded 20 dB. S ince the digital
devices could not span the full range , a c c o m m o d a t i o n was
m a d e by removing the top 20 dB of the ana log m a x i m u m
capability. This kept the noise levels fairly cons tant dur ing
ambien t condi t ions . Dur ing operat ion, the issue of the lost
head room could b e c o m e serious, i f the sys tem as a who le
is no longer able to dr ive the amplif iers to full power.
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Gain structure m a n a g e m e n t i s in m a n y w a y s an opera-
t ional issue. We can aid the process by f inding the uppe r
and lower range l imits of each of the componen t s and
their in terconnect ion as a whole . This wi l l provide the
highes t assurance that we can pass the wides t range s ignal
through the sys tem from start to finish.

Internal gain structure that rises and falls is no t reserved
to any part icular form of device. I t is present any t ime there
are input A N D output controls in a device, whe the r ana-
log or digital , n e w or old. A mix ing console can achieve
uni ty ga in from input to output w i th more opportuni t ies
for internal up and d o w n than a roller coaster. In the end,
the goal is to preserve the dynamic capabi l i ty of the sys-
tem. This i s done by min imiz ing the a m o u n t of rise a n d
fall in internal and in terconnect ion gain structures that
inevi tably lead us b a c k to the level we started. We can see
the impl icat ions of all this by test ing the dynamic range in
different configurat ions. H o w m u c h level can we get out?
H o w m u c h noise do we have? N o w raise the level here
and drop i t there. Try again. Is i t bet ter or worse?

The va lue of this test on an individual unit bas is has
b e e n shown. An addi t ional cons idera t ion i s the va lue of
this test on the comple te s ignal chain to the amplif icat ion
system. In the end we wil l del iver a dynamic s ignal to the
amplifiers. Do we have e n o u g h h e a d r o o m to br ing the
amplif iers to full power? Is there too m u c h noise?

Note : the pur i ty of the sine tone is not so crit ical as in
the T H D s h o w n previously. W h e n the sys tem reaches cl ip-
ping, the rise in T H D is unmis takable .

Test: M a x i m u m I/O C a p a b i l i t y over F r e q u e n c y
• S u b j e c t : De te rmine the m a x i m u m t ransmiss ion level

through the D U T
• Source: S ine w a v e
• DUT: Electronic componen t s , speakers , full s ignal

chain, or entire ne tworks
• Units: Volts (dBv) for e lectronic , dB S P L for acoust ic
• Setup: (Single channel) genera tor to device input . Dev ice

output to analyzer

Verification: Maximum Output Capability

Figure 9.9 Example application of the maximum input/output
capability verification procedure
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Figure 9.10 Example application of the dynamic range verification
procedure

installing a system from scratch or 
doing a full system checkout and 
optimization you will maximize 
the headroom as part of the process. 
When you are touring and using 
installed systems or rental systems 
from vendors you don't know, you 
need to make sure there is enough 
headroom for your event. Without 
it, the event may sound quite good 
until the system gets pushed and 
the system starts clipping the 
peaks. Not a good place to find 
oneself. For me 15 dB (average to 
peak) is the minimum acceptable. 

Alexander Yuill-Thornton II 
(Thorny)

• Procedure:
1. Dr ive D U T at des i red f requency wi th sine w a v e

source.
2. P lace the cursor on the dr ive frequency.
3. Op t imize analyzer input gains to prevent over load

in the measurement .
4. Measu re the output wi th a single channel F F T high-

resolut ion spect rum. F F T w i n d o w should be flat-top
or other w i n d o w suitable for s ine w a v e analysis .

5. Raise the dr ive level unti l distort ion reaches unac-
ceptable levels or compress ion c lamps the output
level.

6 . R e a d the ou tcome in vol tage or dB S P L and compare
to manufac ture r ' s specif icat ion or other threshold of
acceptabili ty.

Test: D y n a m i c R a n g e
• Subject: De te rmine the dynamic range of the D U T
• Procedure: Per form the noise floor and m a x i m u m i n /

out capabi l i ty procedures . T h e difference b e t w e e n t h e m
(in dB) is the dynamic range.

Latency
In Chap te r 1 we d iscussed the issues of unlabeled la tency
in digital devices . N o n e of them, of course , are really zero,
since there i s la tency delay in the A / D conver ters and
perhaps added internally or in ne twork interfaces. The
label ing s tandard for such devices is to indicate the user
selected delay that we are add ing to the latency. This is
s imilar to the w a y our industry sells t ickets. A $40 ticket is
not really $40 .00 . It wil l be $40 .00 + service fee + handl ing
charge + tax. We can ' t b u y the t icket wi thout the fees
a n y more than we get our de lay wi thout the latency. We
need to k n o w the bo t t om line n u m b e r for several reasons:
to k n o w h o w long we wil l have to wai t before a signal
leaves our speakers , and to ant icipate any oppor tuni ty
where related signals wi th different latencies migh t be
s u m m e d .

There are two basic families of digital audio devices:
c o m p o n e n t and compos i te . The former is dedica ted to a 
single task such as delay, equal izat ion or spectral cross-
over sett ing, whi le the latter does all of these and more .

Perspectives  Headroom 
can make or break a 
system. When you are 
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alignment, the process following 
console check that gives me the best 
results is time and amplitude first, 
equalization last. 1 found that the 
better the system design, the easier 
it is to align the system properly. 

Todd Meier 

These can be run in ana log series or parallel , or remain
digital via ne twork connect ions . C o m p o n e n t devices tend
to be more consis tent in their latency, i.e. they will p ick one
la tency and st ick to it. Compos i t e devices , especial ly those
wi th open topology (i.e. cus tomizable D S P units that can
be configured in vir tual ly any form), are subject to change
wi thout not ice .

The fol lowing are real examples of wha t we m a y find in
our sys tem w h e n every digital audio device reads "O m s "
delay:

1. C o m p o n e n t or compos i te mode l s from the s a m e com-
pany wi th d i f ferent latencies.

2 . C o m p o n e n t or compos i te mode l s from dif ferent com-
panies wi th d i f ferent latencies.

3 . Compos i t e device wi th the s a m e latency for each
c h a n n e l .

4 . T h e exact s ame device wi th d i f ferent la tency for each
c h a n n e l (the default sett ing unless we k n o w where to
find the overr ide function in the software).

5. Compos i t e device that g ives a d i f ferent la tency every
t ime its set t ings are c o m pi l e d . C o u l d change for each
c h a n n e l separately or all c h a n n e l s together.

6 . Compos i t e device that c h a n g e s la tency w h e n certain
"zero phase shift" spect ra l d iv ide r f i l ter types are
used.

7. N e t w o r k e d compos i te devices that g ive di f ferent
la tency for s ignals that t ravel the n e t w o r k from those
that s tay inside the s a m e uni t .

8 . S ignal pa ths that travel th rough m u l t i p l e devices in
ser ies (O ms + O ms does not equa l O ms) .

We have to be ready for anything. We mus t be sure to mea-
sure the entire signal path. Rela t ive delay set t ings that are
v i e w e d dur ing the upcoming a l ignment phase mus t incor-
pora te all l a tency accumula t ions .

Test : L a t e n c y
• S u b j e c t : The transit t ime through the D U T
• S o u r c e : Independen t (noise or mus ic )
• D U T : Electronic componen t s , speakers , full s ignal

chain, or entire ne tworks

figure 9.11 Example application of the latency verification procedure

Perspectives  When 
it comes down to 
verification and 
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• Units: ms
• Acceptab le level: Pr incipal concern is that all devices

are m a t c h e d or a t the ve ry least known .
• Setup: # 2 , transfer function. Source to device input and

analyzer (as input channel) . Dev ice output to ana lyzer
(as output channel ) .

• Procedure:
1. Dr ive D U T at any level wi th the source.
2 . M e a s u r e the impulse response.
3. The la tency is the a m o u n t of delay in the DUT.
4. Record or normal i ze la tency va lues as required to

establ ish a zero t ime basel ine .

Figure 9.12 Example application of the electronic device
polarity and level verification procedures
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Figure 9.13 Example application of the speaker
polarity verification procedure

Perspectives  With 
technologies like SIM and 
SMAART I'm able to 

test all aspects of my installations, 
including the wiring, much 
quicker and accurately than I used 
to be able to using a continuity 
and volt meter alone. 

Bob Maske 

P o l a r i t y

Test : Po la r i ty
• S u b j e c t : T h e polar i ty of the D U T
• S o u r c e : Source- independent (noise or mus ic )
• D U T : Electronic componen t s , speakers or full s ignal

chain
• Un i t s : N o r m a l (non-inverted) or reverse ( inverted)
• A c c e p t a b l e ou t come : Non- inver t ing , unless specif ied

otherwise
• S e t u p : # 2 , transfer function. Source to device input and

analyzer (as input channel) . Dev ice output to ana lyzer
(as output channel ) .

• P rocedure ( i m p u l s e m e t h o d ) :
1. Dr ive D U T at any level wi th the source.
2 . Measu re the impulse response (l inear type) .
3. If the impulse peak is posi t ive the device is n o r m a l

(non-inverted) . If negat ive , the device is reverse
polar i ty ( inverted) .

• A l t e rna t ive p rocedure (phase m e t h o d ) :
1. Dr ive D U T at any level wi th the source.
2. A l ign the internal compensa t ion delay for la tency

(electronic) or p ropaga t ion delay (acoust ic) .
3 . M e a s u r e f requency response phase .
4 . Obse rve the posi t ion of the phase trace. I f the phase

trace is level a round 0 degrees the device is no rma l
(non-inver ted) . I f the t race levels a round 180 degrees ,
the device is reverse polar i ty ( inverted) .

Frequency Response
The electronic vers ion of this test is ve ry s traightforward,

so m u c h so that we wil l immedia te ly m o v e on to the
acoust ic vers ion. Unless we have an anechoic chamber
avai lable to us we wil l h a v e a difficult t ime mak ing any
conclus ive m e a s u r e m e n t as to the exact na ture of the fre-
quency response of a speaker sys tem. There are so m a n y
opportuni t ies for r ipple var iance that m a k i n g conclus ive
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sta tements mus t be done wi th great caut ion. E v e n ext remely
close measu remen t s wil l have the f loor and more in the
data.

W h a t can we verify? For starters the range of the device
is de te rmined fairly reliably. We can discern the trends
of HF and LF rolloff even i f there is local r ipple var iance.
We wil l be able to see a spectral crossover, t hough not as
clearly as can be done under control led anechoic condi-
tions. The search for the op t imized spectral c rossover is a 
good example of T A N S T A A F L in act ion. As we get closer
to the speaker, we gain immun i ty from the r ipple var iance .
At the s a m e t ime, our perspect ive of the spectral cross-
over b e c o m e s increasingly near-s ighted and we can m a k e
crossover a l ignment r ecommenda t ions that wi l l serve us
poor ly in the far field.

O u r m o s t effective w o r k wil l be in the form of com-
parison. As long as we reduce the quest ion to one of dif-
ference, ra ther than absolute value, we have leveled the
verif ication p lay ing field.

C o m p a r i s o n verif icat ion measu remen t examples :

• Do speakers of the s ame mode l have ma tched polari ty
and dr ive level for each of c o m p o n e n t dr ivers?

• Do symmetr ica l ly ma tched speakers have symmetr i -
cally ma tched response?

• Are two speaker mode l s phase-compat ib le over their
shared range?

• Are two speakers phase-compat ib le at the spectral
crossover?

Test: A m p l i t u d e R e s p o n s e over F r e q u e n c y
• S u b j e c t : The range l imits and a m o u n t of level var iance

vs. f requency of the D U T
• S o u r c e : Source- independent (noise or mus ic )
• DUT: Electronic componen t s , speakers or full s ignal

chain
• Units: d B , f requency
• Setup: # 2 , transfer function. Source to device input and

analyzer (as input channel ) . Device output to analyzer
(as output channel ) .

Figure 9.14 Example application of the amplitude and
phase response verification procedures to the evaluation
of spectral crossovers
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Figure 9.15 Example application of the amplitude and
phase response verification procedures to the evaluation
of spectral crossovers

• P rocedure ( range l imits):
1. Dr ive D U T at any level wi th the source.
2. Measu re transfer function frequency response

ampl i tude .
3. Pos i t ion trace to nomina l level for reference.
4. Place cursor at f requency (high and low) w h e r e —3 dB

(electronic) , — 6 dB (acoustic) downpo in t is reached.
5. These are the f requency range l imits of the DUT.

• P rocedure (var iance) :
1. Dr ive D U T at any level wi th the source.
2. Measu re transfer funct ion frequency response

ampl i tude .
3. Pos i t ion trace to nomina l level for reference.
4. Place cursor at the frequencies inside the pass b a n d

wi th the greatest devia t ion from the nomina l level.
5. This is the level var iance ( p l u s / m i n u s ) for the DUT.

Note: for speaker measu remen t s such data is inclusive of
the r ipple var iance from the s p e a k e r / r o o m and (poten-
tially) s p e a k e r / s p e a k e r summat ion . Conc lus ions about

the speaker sys tem alone are l imi ted by this. Conc lus ions
in regard to the per fo rmance of the sys tem in the r o o m can
be made , a l though such w o r k i s typical ly cons idered part
of the cal ibrat ion scope.

Phase Response over Frequency
O n c e again the caut ions regarding acoust ica l measure -
men t s apply. There is an addi t ional fine po in t in regard
to electronic devices: I f the la tency of the D U T falls som e -
where b e t w e e n the compensa t ion de lay increments there
wil l be a phase delay remainder in the measurement . This
is a t ime-resolut ion issue that is a s imilar s i tuat ion to the
bandwid th resolut ion (see Fig. 8.4) d iscussed in the last
chapter. For example , i f the analyzer compensa t ion delay
is l imi ted to 20 mic rosecond (0 .02ms , 20(μs) increments ,
then w h a t happens w h e n the D U T has a la tency that falls a t
the mid-poin t b e t w e e n increments , such as 10 μS? The ana-
lyzer sees the 1 0 m s of phase delay and charts the response
accordingly. This is 72 degrees of phase shift at 20 k H z , so
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Figure 9 16 Example application of the amplitude and
phase response verification procedures to the evaluation
of speaker system range and compatibility

an unknown PA system/rental 
company is to check every box on 
the ground. This will save tons 
of time when you are looking for 
an odd response from one of the 
clusters.

Miguel Lourtie 

• P rocedure (var iance) :
1. Dr ive D U T at any level wi th the source .
2. Measu re transfer funct ion frequency response

ampl i tude .
3. Pos i t ion trace to nomina l level for reference.
4. Place cursor at the frequencies inside the passband

wi th the greatest devia t ion from the nomina l level .
5. This is the phase var iance ( p l u s / m i n u s ) for the DUT.
6. A given span can be conver ted to phase de lay us ing

the formulas and techniques s h o w n in the previous
chapter.

Note: for speaker measu remen t s such data is inclusive of
s p e a k e r / r o o m summat ion . Conc lus ions about the phase
delay in the speaker sys tem alone are severely l imited by
this.

Compression
Test: C o m p r e s s i o n (Vol tage ga in vs . f r equency)
• S u b j e c t : The threshold of compress ion in the D U T

it i s not l ikely to go unnot iced. W h a t can we do about it?
S o m e analyzers a l low for sub- incrementa l correct ion, some
don' t . M o s t important , we can be mindful not to conc lude
that the D U T has phase delay amoun t s smal ler than that
which falls wi th in our t ime resolut ion window.

Phase shift resolut ion for a g iven t ime compensa t ion
increment :

• 20 μS : ± 3 6 degrees @ 10 kHz , ± 7 2 degrees @ 20 k H z
• 10 μs : ± 1 8 degrees @ 1 0 k H z , ± 3 6 degrees @ 2 0 k H z

Test: P h a s e R e s p o n s e over F r e q u e n c y
• S u b j e c t : T h e a m o u n t of phase var iance over f requency

in the D U T
• S o u r c e : Source- independent (noise or mus ic )
• DUT: Electronic componen t s , speakers or full s ignal

chain
• Un i t s : Degrees
• S e t u p : # 2 , transfer function. Source to device input and

analyzer (as input channel ) . Dev ice output to analyzer
(as output channel ) .

Perspectives  One of 
the things I always 
do when walking into 
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V e r i f i c a t i o n

• Source: Source-independent (noise or music)
• DUT: Electronic components, speakers or full signal

chain
• Units: Expected (meets specifications or display param-

eters) or unexpected
• Setup: #2, transfer function. Source to device input and

analyzer (as input channel). Device output to analyzer
(as output channel).

• Procedure:
1. Drive DUT at any level with the source.
2. Optimize analyzer input gains to prevent overload

in the measurement.
3. Measure the transfer function level.
4. Raise the drive level until compression clamps the

output level. This will be seen as a voltage gain
change in the transfer function response.

5. Read the change in voltage gain and compare to the
readings on the display of the DUT.

Note: the source signal can alternatively be a sine wave
(in this case use test setup 1). If the DUT is a band limiter

(broadcast style) or a vocal processor this will be the pref-
erable source to see independent threshold action.

Microphone Verification
In some cases we will have to create special setup con-
figurations to find the answer we seek. One such case is
the response of a microphone. In order to characterize a 
microphone response we will need a known flat acoustic
source, which would require a known flat microphone to
verify its response. This is a circular argument that we rely
on the Bureau of Standards to provide the final say about.
For this reason, our purchase of a measurement mic is a 
choice that we will make very carefully, based upon the
credibility of the manufacturers.

For our practical application it is vital that we have
microphones which are matched to each other, and that
maintain their response over time. These are both verifica-
tion issues. The verification of constancy will require repro-
ducible conditions. Each month, for example, the mic is
placed under the same conditions and measured, with the

Figure 9.17 Field example of microphone matching transfer
function
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results c o m p a r e d to the previous . Sets of mul t ip le mea -
surement mic rophones , such as those we wil l c o m m o n l y
use for cal ibrat ion, mus t be m a t c h e d in order for us to dis-
cern var iance in the sys tem response . This verification can
be done by a compar i son of mic rophones to each other, a 
dual acoust ic transfer function as s h o w n in Fig. 9.5.

Microphone Match
Test: M i c r o p h o n e m a t c h ve r i f i ca t ion
• S u b j e c t : T h e difference in level , polar i ty and frequency

response of the D U T (mic) and another " reference" mic
• Source : Source- independent (noise or mus ic )
• D U T : M i c r o p h o n e
• Un i t s : Expec ted (meets specif icat ions) or unexpec ted
• A c c e p t a b l e ou t come : device-specif ic
• S e t u p : Test setup # 3 , transfer function. Source to speaker

and to analyzer (as input channel ) . Me a s u r e d micro-
p h o n e ( D U T ) to the analyzer (as output channel ) . This
is a serial verification. The response is s tored to b e c o m e
the reference and then the mic is replaced wi th the alter-
nate mic to be tested.

• P rocedure :
1. Dr ive D U T at a n y level wi th the source .
2 . Op t imize analyzer input gains to prevent over load

in the measurement .
3. Measu re the transfer function response .
4 . C o m p e n s a t e for a n y t ime offset b e t w e e n the arrivals.
5. Store and recall the data.
6. Carefully replace the first mic wi th a second mic (as

close to the s a m e posi t ion as poss ib le) and obtain a 
n e w response. Th is mic i s the n e w DUT.

7. T h e level, polar i ty and frequency response deviat ions
from the stored t races are the difference b e t w e e n the
mics .

Microphone Response
Test: M i c r o p h o n e r e s p o n s e ver i f ica t ion
• S u b j e c t : The difference in level, polar i ty and frequency

response , axial response of the D U T (mic) from a stan-
dard mic rophone reference

• S o u r c e : Source- independent (noise or mus ic )
• D U T : Mic rophone

Figure 9.18 Field example of on and off axis response of
microphones
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alignment technician to a potential 
client and his response was "Why 
would I want to pay for that? " 

d (Mack) mcbryde 

• Un i t s : Expec t ed (meets specif icat ions) or unexpec t ed
• S e t u p : Test setup # 4 , dual mic rophone transfer function.

Source to speaker. Mic rophones are p l aced in m a t c h e d
acoust ic or ientat ion to the speaker. Reference micro-
phone to the analyzer (as input channel ) . Measu red
mic rophone (DUT) to the analyzer (as output channel ) .

• P rocedure :
1. Dr ive D U T at any level wi th the source.
2. Op t imize analyzer input gains to prevent over load

in the measurement .
3. Measu re the transfer funct ion response.
4. C o m p e n s a t e for any t ime offset b e t w e e n the arrivals.
5 . The level , polar i ty and frequency response devia-

tions are the difference b e t w e e n the mics .

Note: source speakers wi th a w ide coverage pat tern (first-
order) are preferable, as this reduces the probabi l i ty that
the mics under test do no t share the same sound field.
Place the mics as c lose as poss ib le to the speaker to reduce
the r o o m / s p e a k e r summat ion effects. I f the source speaker
is a two-way device the mic rophones m u s t be p l aced
so that they are not or iented b e t w e e n the drivers . For

on-axis character izat ion, bo th mics are p laced on axis to
the source. To character ize the axial response of a mic , the
m i c under test is rotated in p lace , keep ing its d i aphragm
in approximate ly the s a m e plane . This is no subst i tute for
an anechoic chamber research facility, bu t has real pract i-
cal value . The precis ion of this process is l imi ted by reflec-
t ions b e t w e e n the mic rophones , and smal l differences in
pa th lengths of local reflections. Ei ther of these can cause
frequency response r ipple. The axial t rends are, however ,
c lear ly evident from these measu remen t s such as the over-
all spectral tilt in the off axis response of an omnidi rec-
t ional mic . T h e axial analysis of a cardioid mic rophone
can be used to find the bes t p l acement angle for m a x i m u m
reject ion of a s tage monitor .

Post-Calibration Verification
T h e final verif icat ion role comes after the cal ibrat ion pro-
cess has b e e n comple ted . This verif ication m a y be par t o f
ongo ing main tenance or the checking of " c o p y and pas te"
cal ibrat ion set t ings, and the symmet r i c speakers they feed.

Figure 9 19 Example application of the post-calibration verification

Perspectives  I was 
explaining the benefits 
of employing a sound 
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Figure 9.20 Example application of the post-calibration verificatio

Figure 9.21 Example application of the post-calibration verification
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Post-cal ibrat ion verif ication measu remen t examples :

• Do symmetr ica l ly ma tched speakers have symmet r i -
cal ly m a t c h e d response?

• Were copied processor parameters input cor rec t ly and
did the processor correct ly reproduce them?

• Was this speaker or mic rophone d a m a g e d dur ing the
course of the tour?

• Is the response of the sys tem the same as it w a s 6 m o n t h s
ago?

Mos t of the w o r k of post-cal ibrat ion verif icat ion consis ts
of " O K , next!" as we m o v e through 16 sur round speakers ,
but the w o r k has its reward w h e n we find the one that falls
out of line.

Additional Considerations
There is no l imit to the a mo u n t of verif icat ion that c an
be per formed on the sys tem. T h e output o f any dev ice
or combina t ion of devices can be ana lyzed . T h e differ-
ence b e t w e e n any two devices can be found as wel l . Ge t
creative!

For ongo ing opera t ions such as a tour ing sys tem, it is
not pract ical or necessary to per form a full set of verif ica-
t ions each night . S tandard tour ing sys tems are predica ted

V e r i f i c a t i o n

on the reduct ion of open variables . I f the sys t em has only
b e e n reconnected , ra ther than rewired, s ince the last s top,
we can m o v e safely forward. I f unexpec ted results are
found in the cal ibrat ion stage, then we m a y n e e d to retreat
to verif ication procedures to locate the problem.

A verified sys tem is ready for the final s tage of prepa-
rat ion for operat ion: cal ibrat ion. A thorough verif ication
stage provides the solid foundat ion required for the criti-
cal decis ions that compr i se the cal ibrat ion process . I t is
tempt ing to look at the avai lable t ime and resources and
conc lude that t ime w o u l d be bet ter spent in the cal ibrat ion
stage ra ther than verif ication. Do so at your peril .

In the end, we all c o m e to a level of verif icat ion that we
are comfor table with. Th is i s appl ica t ion-dependent , wi th
pe rmanen t instal lat ions requir ing the h ighes t verifica-
t ion levels . There is also a relat ionship aspect . A n y w o r k
done wi th a n e w cl ient m u s t be scrut inized at the h ighest
level . Exper i enced cl ients wi l l have done a thorough pre-
verif icat ion in advance and the process m o v e s a long very
quickly. E v e n so, i t cannot be skipped.

Dur ing my first day of w o r k in profess ional audio I w a s
told someth ing that I have never forgotten:

"Assumpt ion i s the mo the r of # @ $ % - u p " (Tony Griffin,
1976) .
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The stage is set to comple te the opt imizat ion process . T h e
sys tem has b e e n verified such that all of the c o m p o n e n t s
are k n o w n to be in work ing order. Speaker posi t ions have
been roughed in and we are prepared to input s ignal pro-
cessor parameters .

T h e cal ibrat ion process proceeds from s imple to c o m -
plex. Each of the verified speaker subsys tems is g iven
initial a l ignment sett ings. These subsys tems are then c o m -
bined into larger subsys tems , wi th secondary adjustments
be ing added to compensa te for the effects of summat ion .
The process i s comple te w h e n all related subsys tems have
been grouped into c o m b i n e d sys tems wi th m i n i m u m
response var iance throughout the l is tening space.

Like the verif icat ion process jus t comple ted , the cal ibra-
tion process is m a d e up of a series of control led test proce-
dures. Each p rocedure is des igned to give specific answers
such as speaker posi t ion, delay t ime, equal iza t ion and
level sett ing. These a l ignment answers are never as cut and
dry as those at the verif icat ion stage. At tempt ing to create
an exact s tep-by-step set of procedures that wil l w o r k for
all sys tem des igns w o u l d be futile. Each sound des ign has
un ique combina t ions of speakers , p rocess ing and r o o m
acoust ics . For the a l ignment process , the engineer mus t
have a p lay b o o k ready to adapt on site for the hundreds of
cont ingencies that wil l arise wi th the part icular job .

C a l i b r a t i o n

This does no t m e a n that the choices of h o w to imple-
men t the a l ignment set t ings are arbitrary. Qui te the con-
trary. The approaches s h o w n in this chapte r conta in more
than s imply a l isting of the au thor ' s p roven procedures .
The rat ionale beh ind each procedure is revea led so that
the a l ignment pr inciples can be carr ied out even w h e n the
par t iculars of the sys tem are not an exact match . These are
flexible guidel ines to get a result.

Calibration Defined
Calibra t ion is the process of fine-tuning a sys tem for
the part icular pa ramete rs of the si tuation. Cal ibrat ion,
somet imes ca l led a l ignment , i s conce rned wi th the com-
pensa t ion of parameters that are far b e y o n d the current
predic t ive capability. These mus t be measu red on site and
act ions taken as required. An i l lustrative example shows
the dis t inct ion b e t w e e n cal ibrat ion and the previous step:
the verification process reveals that the equal izer is prop-
erly wired. I t w o u l d no t be reasonable to expect , however ,
that the opt imal equal iza t ion curve for this v e n u e has been
p r o g r a m m e d into the equal izer in ant ic ipat ion of our re-
qui rements . Tha t is to be done in the cal ibrat ion process .
The gray l ine here lies in the p lacement of speakers . The
des ign and instal lat ion processes put the speakers in p lace .

10
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The verif icat ion s tage confirms the instal lat ion, bu t i t wi l l
be the cal ibrat ion process w h i c h wil l have the final say. The
cal ibrat ion process wil l de te rmine whe ther this is indeed
the bes t pos i t ion and focus angle for the venue . Therefore,
some degree of flexibility in focus angle is essent ia l to the
cal ibrat ion process .

Goals
The goals of sys tem cal ibrat ion have b e e n wel l es tab-
l ished throughout this book . T h e y are ne i ther un ique nor
original to this text no r relevant only to those us ing dual-
channel F F T analysis . These are fairly universal .

Sys t em cal ibrat ion goals:

• m i n i m u m level, spect ra l and r ipple var iance over the
l is tening area ( sounds the same everywhere)

• m a x i m u m coherence (intelligibility, d i rec t / r eve rbe ran t
ratio, clarity)

• m a x i m u m p o w e r capabi l i ty (sufficiently loud)
• sonic image control (the sound appears w h e r e we w a n t

it to appear) .

Challenges
The chal lenges to sys tem cal ibrat ion are also universal . We
mus t even ly dis t r ibute direct sound over the space. We
seek to min imize the adverse effects of summat ion , whi le
taking m a x i m u m advan tage of the p o w e r addi t ion capa-
bil i ty found there. D y n a m i c condi t ions such as wea ther
changes and the presence of an aud ience require ongo ing
moni to r ing and act ive cal ibrat ion of the sys t em in order
to main ta in cons is tency over t ime.

S y s t e m cal ibrat ion chal lenges:

• dis t r ibut ion of direct sound t ransmiss ion
• s p e a k e r / s p e a k e r s u m m a t i o n
• s p e a k e r / r o o m s u m m a t i o n
• dynamic condi t ions

- humid i ty
- tempera ture
- audience .

Strategies
O u r cal ibrat ion s t ra tegy is bui l t a round several factors. The
first is the phi losophica l direction; a guiding pr inciple that
aids in the process of m a k i n g decis ions w h e n choices mus t
be m a d e w h i c h wil l no t benefit all part ies . I t is critical for
us to be realistic about the fact that we have set forth goals
that can never be comple te ly achieved. We mus t main ta in
awareness of h o w to proceed w h e n we have reached the
limits o f w i n - w i n si tuations.

T h e nex t c o m p o n e n t i s access to information. An
informed decis ion wi l l no t necessar i ly be more correct
than the r a n d o m select ions of a monkey , bu t the probabi l -
ity of success rises sharp ly w h e n access to re levant infor-
ma t ion i s max imized . Our cal ibrat ion s t rategy rests u p o n
access to at least three specific points in the t ransmiss ion
chain: the m i x console output , the s ignal processor out-
put and the acoust ic response of the speaker sys tem in the
space. Any th ing less than full access to these points for
every speaker in the sys tem wil l force us to m a k e leaps of
faith and assumpt ions .

T h e third c o m p o n e n t i s the analysis tool kit w h i c h w a s
laid out in detai l in Chap te r 8. T h e analysis tools provide
us wi th status reports on the current condi t ion of the sys-
t em and the effects of our act ions. Th is feedback provides
us wi th answers so that we can m o v e forward wi th the
implementa t ion of our goals .

The fourth factor is subdivis ion. I t wi l l not help us to
d iagnose problems i f we cannot act on t h e m to fix them.
The ke y to act ion is hav ing flexibility in the design to be
able to independent ly set equal izat ion, level and delay
parameters .

The fifth factor is me thodo logy : a set of recipes, a play-
book , a roadmap . The me thods for reaching the goals can
be reduced to a series of specific tests for finding the rel-
evant answers .

T h e final c o m p o n e n t is context . T h e data for any given
point is nei ther g o o d nor bad in its o w n right. Contex t
gives us expecta t ions , an adjustable s tandard wi th wh ich
to judge the result. Is this the expec ted response under
these c i rcumstances? This is the ever-present quest ion.
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Approaches to Calibration
It m a y c o m e as a surprise that we should interrupt this
exercise in object ivi ty and sc ience wi th a d iscuss ion of eth-
ics. This is, however , required in l ight of the decis ions that
we wil l be m a k i n g wi th respect to sys tem cal ibrat ion. The
previous process , verification, w a s a series of tests wi th

clear-cut answers . If we found a speaker wi th reverse
polari ty, o r 10 per cent T H D , we k n e w that the r em edy
for this w o u l d benefi t all m e m b e r s of the audience w h o
were in l is tening range of that speaker . S y s t e m calibra-
tion contrasts sharply wi th this mode l , s ince adjustments
wh ich provide favorable response a t one locat ion m a y
degrade the response at others. Sadly , this ou t come is vir-
tually assured wi th equal izat ion, level and delay sett ing,
the corners tones of the cal ibrat ion process . T h e real izat ion
that our sett ings wil l have m i x e d effects leads us to the
ethical d i l emma: h o w do we decide w h o gets the benefit ,
and w h o gets degradat ion? I t i s bes t i f we d ispense wi th
the denial here and now. There are no comple te calibra-
tion solut ions that wi l l benefi t all. We can, and will , strive
toward this bu t inevi tably, all of the w i n - w i n opt ions wil l
have b e e n exhaus ted and we wil l have to m a k e choices
that are w i n / b r e a k e v e n / l o s e . To find the answer we wil l
interpret our ethical d i l emma in te rms of we l l -known
socio-poli t ical sys tems and see wh ich m o d e l provides us
the bes t dec is ion-making direct ives.

Anarchy
This poli t ical m o d e l is based on a total lack of structure and
order. This is the absence of governing author i ty and as a 
result every individual is essent ial ly self-governing, wi th
no l inkage to other sys tems b e y o n d their b o d y perimeter .
This recalls the "wal l of s o u n d " descr ibed in Chapte r 6 
where the over lap b e t w e e n speakers i s so h igh that no two
seats have the s a m e frequency response. In this case there
are no cal ibrat ion set t ings that wil l w o r k b e y o n d a single
posi t ion, so w h o e v e r grabs the controls can cal ibrate the
sys t em for their posi t ion. This wil l be the m i x posi t ion, of
course . Lis teners in other areas wil l not share the benefits
of the self-calibration at the m ix posi t ion. S ince there is no
cont inui ty of the sound qual i ty to the other locat ions there
is no need for the object ivi ty of an acoust ical analyzer. The
sys tem opera tor can only m i x to w h a t they hear. I f every
seat is different, there is no th ing they can do on the m i x
console to r emedy this. I t 's "every m a n for h imsel f ." This
w o u l d be comica l i f not for the extent to w h i c h i t actual ly
occurs .

Ripple var iance of 10 dB m a y be perfect ly acceptable in
one context bu t a s ign of major t rouble in another. A h igh
degree of p ink shift is the desired and expec ted response
in a distant off-axis area. This s ame response w o u l d be
unexpec ted in an on-axis coverage area in the midd le of
the hall .

Techniques
In the end this all boi ls d o w n to a series of decis ions and
signal process ing sett ings. There is absolute ly no skill
required in this regard. Jus t point the speakers , treat the
wal ls and turn the knobs . A great deal of skill and disci-
pl ine is required, however , to achieve m i n i m u m var iance .
Nine ty per cent of the work wil l have b e e n done for us
i f we have adhered to the m i n i m u m var iance pr inciples
during the des ign and verif icat ion stages. The final ten
per cent is the m o s t interest ing and educat ional par t of the
journey, however , because this is where theory mee t s cold
hard fact.

There are five pr incipal sets of decis ions that mus t be
m a d e at the cal ibrat ion s tage.

Sys t em cal ibrat ion techniques:

• opt imiza t ion of speaker posi t ion, focus angle and splay
angle

• opt imiza t ion of the room acoust ics
• level set t ing
• delay set t ing
• equal izat ion setting.

The de terminat ion of these set t ings wil l be done by a series
of tests that compr i se the majori ty of this chapter.
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Monarchy
In this mode l , decis ions are m a d e by a s ingle par ty wi th
little or no regard to the effects upon others outs ide of the
royal circle. In our audio mode l the cast le is the m i x posi t ion
and the royal inner circle includes the m i x engineer, b a n d
manager , p roducer and court jes ters . In this case the m i x
area is moni to red wi th the finest analyzer avai lable and cal-
ibrat ions are under taken to ensure that no th ing interferes
wi th the m a x i m u m concentra t ion of power and perfect
t ransmiss ion in this area. I t is announced by regal decree
that all of the other seats in the house benefit from this
single point cal ibrat ion.

Capitalism
This m o d e l is p romulga ted on the idea that the qual i ty level
should be commensu ra t e wi th the pr ice of the seats. U n d e r
this mode l we can justify prior i t izat ion of resources toward
the nea rby front seat ing areas and a w a y from the " c h e a p "
seats. This ph i losophy is very easy to implement , s ince the
natural course of things favors this. The expens ive seats
have the advantage of close prox imi ty and therefore enjoy
high levels and favorable direct to reverberant rat ios. The
" c h e a p " seats are d i sadvantaged in bo th categories and yet
exceed the quant i ty of expens ive seats by a very large pro-
port ion. Unless m a x i m u m effort is expended to b r idge the
quali ty gap, the vast quanti t ies of distant seats will have far
inferior qual i ty to the smal l minor i ty of h ighly advan taged
seats. I t is inevi table , under even the bes t of c i rcumstances ,
that the more dis tant seats wil l be at a sonic and visual dis-
advantage . Ano the r var ia t ion of the capi ta l ism approach
is the Lot te ry mode l . In this vers ion we hold to the be l ie f
that i t is stat ist ically poss ib le to have the winn ing number :
that the possibi l i ty exists that there is one perfect tuning that
wil l w i n i t all. S o r r y You lose.

Democracy
In the democra t ic m o d e l each seat ing area is g iven equa l
weigh t and every effort is expended to serve the needs of
all part ies equally. The m i x engineer is the band ' s artistic
representat ive and the sys tem opt imizat ion engineer i s

charged wi th equal dis t r ibut ion of the art ist 's message .
W h e n decis ions mus t be m a d e wh ich wil l benefi t one
area above the next , the effects are evaluated on a major-
ity basis . There are two pr incipal factors to be w e i g h e d in
such si tuations: the n u m b e r of people posi t ively or nega-
t ively affected and the degree of s y m m e t r y of effect. I f
the intensi ty of the effect is symmetr ica l ; i.e. the p lus side
is equal to the minus side, i t is easy to fol low the s imple
majority. I f the effect is a symmet r ica l we mus t e m p l o y the
" t r i age" m e t h o d to evaluate the formula . If a smal l minor-
ity are s t rongly negat ive ly affected, bu t a large majori ty are
posi t ively affected, the decis ions favor the majority. If the
effects are s trongly asymmet r ica l bu t the affected quant i -
ties are similar, this we ighs against implementa t ion of that
par t icular strategy. This is easi ly pic tured if we take i t to the
extreme: we can equal ize the sys tem to be vir tual ly free of
frequency response r ipple at a single posi t ion. The pr ice
for this is increased r ipple var iance at all o ther locat ions.
This strategy, i f v i e w e d wi th objectivity, w o u l d be difficult
to justify ethical ly as more than an implementa t ion of the
m o n a r c h y m o d e l d iscussed previously. By contras t a peak
at 200 Hz is found over a large major i ty of the coverage area
of the m a i n sys tem. A compensa t ing filter wil l no t benefit
all of the seats bu t its usage can be justified as helpful to the
majority.

I t s eems self-evident that the democra t ic ideal should be
the m o d e l for our des ign and opt imiza t ion strategies. This
strategy requires ext raordinary efforts on our beha l f to
implement . O u r desire to imp lemen t strategies that benefi t
the majori ty wi l l require us to do more than measu re in one
posi t ion and issue proclamat ions . We mus t get out there
where the people are and find out wha t is happen ing in
every sector of the populat ion. This is a daunt ing task. M u s t
we measu re 12,000 individual seats in an arena? This is abso-
lutely impract ical . Therefore certain seats mus t be elected
to be representat ive of the district as a whole . This choice
is no t a r a n d o m pol l ing sample bu t rather a ve ry carefully
de te rmined p lacement . The s t ra tegy beh ind this p lacement
is the s ingle m o s t impor tan t factor in sys tem opt imizat ion.
This i s where the informat ion on wh ic h opt imiza t ion deci-
sions are imp lemen ted and justified. All other choices flow
from this strategy.
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system that was tunable and get 
permission for placing the system 
in an ideal location. Most of my 
energy usually was exhausted at 
this point. By the time when the 
main job, SIM tuning, was in gear, 
I could not help feeling drowsy. 
Especially, the periodic noise of 
SIM1 put me to sleep well, br, br, 
br, bo, bo, bo, da, da, da, bi, hi, hi, 
beeen, keeen, ss ... 

Akira Masn 

TANSTAAFL and Triage
The evaluat ive pr inciples of T A N S T A A F L ("There ain ' t
no such thing as a free lunch") and the dec i s ion-making
structure of acoust ic tr iage were in t roduced in Chap te r 7.
These wil l be equal ly appl icable to the cal ibrat ion stage.

The T A N S T A A F L principle wi l l c o m e into p lay wi th each
implementa t ion of a cal ibrat ion sett ing. There are no effects
wi thout side-effects. An im provemen t a t one locat ion wil l
change others . T h e extent to w h i c h the other areas migh t
be affected mus t not be forgotten in the exc i tement of dis-
cover ing a solut ion for a point in space. T h e T A N S T A A F L
principle underscores our need to moni to r the effects of
a given change at a w ide range of areas. O n e of the mos t
c o m m o n pitfalls in sys tem cal ibrat ion is the exaggera-
tion of a s ingle pos i t ion solut ion into the bel ief of global
benefit . We mus t r emember : i f someth ing seems too good
to be true, i t p robably is.

Very often the solut ion for one area is degrada t ion for
another. We m a y s imply be t ranspor t ing the p rob lem to a 
n e w locat ion. At first g lance this sounds like a b reak-even
proposi t ion bu t that is not necessar i ly the case. Taking out
the garbage does not e l iminate it, bu t i t does m o v e it to a 
far preferable locat ion. I f we can find solut ions wh i c h w o r k
in the mos t popula ted areas, we can justify the p resence of
side-effects for the minority. T h e over lapping areas near a 
spatial c rossover are certain to have h igh var iance . I f we
can split a spatial crossover d o w n the length of an isle, we
will have t ranspor ted the p rob lem to a posi t ion where the
paying cus tomers wil l not be found. T A N S T A A F L keeps
us on the lookout for side-effects. Acous t ic tr iage helps us
decide w h a t to do about them.

Access to Information
O u r cal ibrat ion sett ings should be based on informed
decis ions . We need access to informat ion in three pr incipal
forms: physical , electrical and acoust ical . The complex i ty
of the task wil l be a ided by divis ion of the sys tem into
separate sect ions for analysis .

Calibration Subdivision
The signal f lows serial ly through three distinct sect ions: the
source , the signal process ing and the speaker sys tem in the
room, finally arr iving at the listener. O u r miss ion is del ivery
of the source signal . A n y tests per formed on the source sec-
t ion are par t of the verif ication process rather than cal ibra-
tion, s ince the operat ion of the m i x console falls exclus ively
into the scope of the m i x engineer. The transi t ion point out of
the artistic sphere occurs at the console outputs . This is the
handoff poin t for the source and we are charged wi th tak-
ing delivery. There are some specific guide l ines for accep-
tance of the source , w h i c h wil l be deta i led later. For the
m o m e n t we wil l consider the s ignal to h a v e passed over
the " A r t / S c i e n c e " l ine.

T h e " A r t / S c i e n c e " l ine i s the scope of w o r k transi t ion
point b e t w e e n operat ion and opt imizat ion. I t i s not the
opt imizat ion eng inee r ' s job to m a k e i t sound "good . " We
don ' t have such power. O u r job is to del iver a sys tem which
has the potent ia l to sound " g o o d " to as m a n y audience
m e m b e r s as possible . The m i x opera tor ' s goal i s subjective:
good sound. O u r goal i s objective: s ame sound. My good
is no t your good , bu t we can agree on sameness . Gener -
ally speaking, a m i x eng ineer wil l find it eas ier to achieve
their goals w h e n we have achieved ours . An artist prefers
to w o r k from a clean canvas .

T h e s o u r c e / s i g n a l process ing transi t ion is a manda -
tory moni to r ing point , s ince we mus t k n o w exact ly wha t
we have received so that we can see h o w wel l i t holds up
to the hazards of t ransmiss ion and summat ion . Th i s is
the electronic reference point from wh ich our job wil l be
judged . The final moni to r ing point is our s imula ted hear-
ing mechan i sm: the measu remen t mic rophone . A transfer
function measu remen t wi l l be m a d e that shows the dif-
ference b e t w e e n the reference signal (the source) and the
measu red signal at the mic . If the transfer data shows an
undesi rable response , act ions can be taken e i ther physical ly
or electronical ly until the desired result is achieved. An
in ter im measu remen t point is found at the t ransi t ion point
b e t w e e n the correct ive s ignal process ing and the speaker
sys t em componen t s , as s h o w n in the f low b lock d iagram in
Fig. 10 .1 . This a l lows the overal l response to be subdiv ided
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Perspectives  In the 
early days of using 
SIM I had to set the 
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Figureh10.1h Flowhblockhofhthehelectronic
andhacoustichmeasurementhaccesshpoints
(console,hprocessorhandhmicrophone)
andhthehthreehtransferhfunctionhresponses
(room/processor/result)

into two m a i n sect ions: the electronic response of the s ignal
process ing and the speaker sys tem response in the room.
This , in turn, a l lows the electronic correct ion to be seen in
context wi th the acoust ic anomal ies for which such correc-
tion is a t tempt ing to compensa te .

Efforts to achieve a m i n i m u m var iance response wil l be
under taken in bo th the s ignal p rocess ing and s p e a k e r / r o o m
sectors. Phys ica l solut ions such as speaker pos i t ioning and
acoust ic t rea tment are done entirely in the s p e a k e r / r o o m
sector. The set t ing of s ignal p rocess ing parameters is done
in the process ing sector based on data der ived from the
s p e a k e r / r o o m sector. The proof of pe r formance i s found
in v i ewing the combina t ion of the process ing and speaker / room sectors.

The three moni to r points (console output, s ignal pro-
cessor output and mic rophone) yie ld three dist inct trans-
fer function measurements : the p rocessor response , the
s p e a k e r / r o o m response and the overal l result.

The transi t ion be tween the console source and the signal
process ing is clear-cut. The second transition, from the signal
process ing to the speaker sys tem, has some important fea-
tures wh ich require clarification. The s p e a k e r / r o o m sys tem
contains more than just the loudspeaker drivers. The line is
d rawn where the last full-range line level s ignal is found
before enter ing frequency dividers or dedicated speaker
controllers. There are several reasons for this. The first is
the fact that a transfer function measurement wh ich uses
a post-frequency divider signal as its electronic reference
cannot give us an accurate acoust ic response. A low passed
electrical reference can m a k e a subwoofer appear flat to
10 k H z since the loss is divided out by the transfer function.
The second is that equal izat ion and phase a l ignment param-
eters wh ich are dedicated to a part icular speaker enclosure
mode l are best kept separate from the cal ibrat ion param-
eters that wil l be set for the installed sys tem in the room. If
a speaker sys tem has a flat frequency response in free field
it then b e c o m e s clear that p ink shift and r ipple var iance
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Figure 10.2h Calibrationhtesthreference

Perspectives  Alone on a 
deserted island with your 
favorite speakers, what 

would you choose  EQ or time 
delays? If you chose EQ, you've 
just been voted off the island... 
Time delay is the name of the 
system-tuning game... at least as 
a first step. 

Francois Bergeron 

found in the measured response are the effects of speaker/room and speake r / speake r summat ion . If the speaker is
not flat in free field we cannot attribute any expectat ions to
the response we are finding in the room, e.g., a four-element
point source array can be expected to have p ink shift of up
to 12dB from just the s p e a k e r / s p e a k e r summat ion . W h e n
s p e a k e r / r o o m summat ion is added to this we can expect
more. If the speaker is not a flat speaker to begin with, the
context of the measured response becomes more chal leng-
ing to discern. Is the var iance we see due to expec ted mech-
anisms such as summat ion and air a t tenuat ion or is there
something else?

Physical Access
The posi t ion, sp lay angle and focus angles of the speakers
can be verif ied by the s tandard phys ica l measu remen t tools.
A tape measu re provides p lacement conf i rmat ion such
as height . T h e focus angle can be found ver t ical ly by an
incl inometer . The splay angle be tween e lements can be
checked and adjusted by a protractor. The precise locat ion

where a speaker is a imed can be found wi th a laser pointer.
In m o s t cases the final focus posi t ions wil l be de te rmined
by acoust ic per formance as par t of the cal ibrat ion process .
The phys ica l tools are ex t remely useful for s ym m e t r y
verification after one s ide has b e e n cal ibrated.

Electronic Access

Console/Processor/Mic

Acces s to the three measu remen t points wil l need to be
done wi thout interrupt ing the s ignal flow. This is done by
taking a paral lel split of the electronic signal , or by send-
ing and returning the feeds. This can be done in the analog
or digital domain , jus t so long as the analyzer can read the
signal .

S o m e analysis sys tems go b e y o n d s imple moni to r ing
and enact control of the speaker mut ing w h i c h wil l inevi ta-
b ly take p lace dur ing the a l ignment process . Such sys tems
require the s ignal p rocessor output to be routed through
the analyzer, rather than the s imple paral lel connect ion.
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Pract ical C o n c e r n s
In the best-case scenario we have direct physica l access to
the input and output connect ions of the signal process ing
device. There are t imes w h e n this is not pract ical , especial ly
in pe rmanen t instal lat ions or wi th signal process ing devices
hav ing non-s tandardized mul t ip in connectors . Direc t ac-
cess ensures an accurate reflection of the device. T h e further
we get from the actual device inputs and outputs , the less
confidence we have that the measu red behav ior i s attribut-
able to the s ignal processor a lone. The mos t cri t ical factor
is the avoidance of insert ion errors that cause the response
to change w h e n we unpa tch our measurement equ ipment .

Patch Bays and In ter rupts
O n e often-encountered scenar io i s the phone j a ck type
patch bay. This field of connectors provides insert and inter-
rupt capabil i ty to the inputs and outputs of the processing.
There are m a n y different pa tch b a y configurat ions and i t
i s beyond our scope to cover t hem all. The m o s t c o m m o n
style is the "ha l f n o r m a l " configurat ion. In this scenar io the
upper j ack b a y provides a "l is ten j a c k " wh ich a l lows us to

moni to r the s ignal f lowing from the preceding device as i t
enters the next in the chain. The listen j ack does no t inter-
rupt the signal flow, so we are able to moni to r the signal
at our two desired points: the console o u t p u t / p r o c e s s o r
input and the processor o u t p u t / s p e a k e r sys tem input.

I f we w i sh to go beyond the l isten capabi l i ty and enact
speaker mut ing control wi th our analysis sys tem we wil l
need to return the signal b a c k to the pa tch b a y through
the lower j ack bay. The lower j acks are interrupt type and
al low us to inject a signal into the input of the next device
in series.

Room/Processor/Result (Room/EQ/Result) 

T h e three access points yie ld three dist inct two-point
transfer function results. These three responses are the
heart of the cal ibrat ion process . Thei r roles in verification
and cal ibrat ion are out l ined in Fig. 10.3.

The three transfer functions:

1. R o o m / s p e a k e r : processor output (speaker sys tem input)
vs . mic (speaker sys tem output) .

Figureh10.3h Flowhblockhofhmeasurement
accesshpointshofhthehthreehtransferhfunctions
andhtheirhroleshinhthehequalizationhprocess
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Figureh10.4hCreatinghmeasurementhaccesshpoints
insidehahuser-configurablehdigitalhsignalhprocessor

argue that if it measures bad, it 
is bad. Others suggest that if it 
measures bad and sounds good, it 
is still good. I just suggest another 
microphone position. 

Paul Tucci 

2. P rocesso r (EQ) : source (processor input) vs . processor
output .

3 . Resu l t : source vs. mic (speaker sys tem output) .

M a n y m o d e r n s ignal processors are cus tom-conf igurable
into vir tual ly any type of process ing that their m e m o r y
wil l allow. These m a y conta in a m i x of vir tual devices that
we do no t w i sh to a c c o m m o d a t e inside the s ignal proces-
sor measu remen t loop. S o m e devices m a y be long on the
artistic s ide, or there m a y be an act ive spectral crossover. In
any case, a vir tual access interface can be created inside the
device that a l lows us to measure the por t ions of the pro-
cessor that fall into the cal ibrat ion scope. There are m a n y
w a y s to do this. O n e opt ion is s h o w n in Fig. 10.4.

Acoustic Access
Acous t ic access comes f rom our recept ion devices: mea -
surement microphones . The specifications for these were
detai led in Chap te r 3. In short, such mics m u s t have a flat

f requency response i f we are going to use t h e m to m a k e
j u d g m e n t s about the sound sys tem. I f there are mul t ip le
mic rophones , they wil l need to be leve l -matched (sensitiv-
ity) as well . T h e p l acemen t of the mic rophones is a major
strategic issue. The m i x engineer evaluates the sound based
on where they are. The same is true for us . We can only
evalua te the sys tem where the mics are. There is a long his-
tory on the issue of de te rmin ing a representa t ive response
for the speaker sys tem. We k n o w that the sound is no t the
s a m e everywhere . W h a t can we do then? The pr incipal
technique has b e e n to take mul t ip le samples , a pract ice
k n o w n as spatial averaging.

Spatial Averaging 

S o m e forms of acoust ic measu remen t seek to find the
average response over a specified area. Th is is c o m m o n
and appropr ia te w h e n analyzing the dis t r ibut ion of sound
level over an area wi thou t regard to its degree of var ia t ion
inside that area. An example of this w o u l d be H V A C noise

Perspectives  Some 
people say if it measures 
good, it is good. Some 
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averaged over the seat ing area, rather than on a seat-by-seat
basis . H V A C noise is r a n d o m and therefore subject to dif-
ferent types of variabi l i ty than we find in speaker systems.
There are no t fixed summat ion relat ionships b e t w e e n the
arrivals from different H V A C ducts as there are from
speakers w h i c h are t ransmit t ing related signals.

The bas ic pr inciple of spatial averaging is to provide an
average response from mult iple posi t ions . Th is averaged
response represents the voice of the major i ty for the area.
The intent i s that conclus ions can be m a d e and act ions
taken from this representat ive pol l ing me thod .

Spat ia l averag ing can take var ious forms. These include
the pr imi t ive concept of s u m m i n g mic rophones , mic ro-
phones in mot ion , mic rophone mul t ip lexing, the ma the -
mat ical averaging of individual responses , and the pract ice
of visual ly examin ing the t rend lines of mul t ip le traces. We
will take some t ime to explore the appl icabi l i ty to our goals
of these different forms.

Spatial averaging methods :

1. m ic rophone summat ion
2. mic rophones in mot ion
3. mic rophone mul t ip lexing
4. ma themat ica l averaging
5. opt ical averaging.

S u m m e d M i c r o p h o n e s
It is an eve ryday pract ice on stage to p lace mul t ip le micro-
phones in different areas and m i x t h e m together. W h e n
faced wi th an array of m e a s u r e m e n t mics , one migh t as-
sume that this pract ice w o u l d provide a useable average
response of the area. This , however , wil l not work . In fact,
this is one of the few things in our opt imiza t ion w o r k that
we can say is never a wise pract ice . The reason is that the
summat ion of the mic rophone signals wh ich occurs in the
wire (or a m i c mixer) is gove rned by the t ime and level
offset b e t w e e n the different mics . Two mic posi t ions wi th
identical responses arr iving at different t imes wil l create
mass ive combing . This c o m b i n g is in the electr ical s ignal ,
not in any of the acoust ic s ignals in the room. I f we m a d e

changes to our sys tem based on this we w o u l d soon be
looking for career oppor tuni t ies in v ideo.

M i c r o p h o n e s i n M o t i o n
A single mic can be m o v e d around in the space and its
response captured over a per iod of t ime. There exist ana-
lyzers wi th " t ime cap ture" m o d e s des igned for this. An
RTA set wi th an ex t remely long averag ing per iod can be
used to provide a cont inua l capture of the response over a 
d is tance covered dur ing the t ime per iod . Th is has advan-
tages over the s u m m a t i o n technique, bu t is equal ly inap-
pl icable for our purpose . We mus t r e m e m b e r that for our
frequency response data to be useful we m u s t have i t in
complex form, i.e. ampl i tudes and phase . An RTA throws
out phase so i t w a s e l imina ted for our purposes earlier.
So w h a t about i f we m o v e a mic wi th a dual -channel F F T
analyzer? There is the mat te r of phase again. I f the mic is
mov ing , we are destabi l iz ing phase and our coherence wil l
be reduced because the n e w data does no t m a t c h the aver-
age of the old data. T h e cont inual changes conflict wi th
the es tabl ished average. As frequency rises, the coherence
loss increases s ince the phase shift represents a larger per-
centage of the t ime record. Recal l the ana logy of our F F T
analyzer as a series of cameras wh ich take still pictures
wi th different shutter speeds . The m o v i n g mic wil l cause a 
b lur ry audio picture jus t as a mov ing camera wou ld cause
blur ry photos .

A secondary issue wi th the m o v i n g mic concerns sum-
mat ion . The relat ive posi t ion b e t w e e n two or more sources
changes as the mic m o v e s . This results in a chang ing sum-
mat ion pat tern, as we have previous ly discussed. We migh t
think that averaging out the summat ion pat tern w o u l d be
the w h o l e point of spatial averaging bu t this is not a s imple
task. S u m m a t i o n is no t r andom, i t is not symmet r ica l and
does not adapt wel l to averaging as we shall soon see.

M i c r o p h o n e M u l t i p l e x i n g
If we take mul t ip le mic rophones and sequent ia l ly access
t h e m individual ly we are m u l t i p l e x i n g the signal . On ly one
mic is on at a t ime, therefore m i c / m i c s u m m a t i o n wil l no t
inval idate the data. T h e mic rophones w o u l d sequent ia l ly
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feed a c o m m o n input wi th a cont inual s t ream of the data
from those mics . I t is ana logous to juggl ing, as we endeavor
to keep mul t ip le mics in the air. A response is then c o m -
puted, as if the data s t ream were coming from a single mic .
This response spatial ly averages i tself by vir tue of keep ing
the data s t ream filled wi th representat ives of each posi-
tion. Obv ious ly it is not pract ical to per form transfer func-
tion analysis on a s t ream of data that comes from different
sources at different dis tances at different levels. This re-
m o v e s phase and coherence from the equat ion and reduces
the ou tcome to level o n l y As a result, the advoca tes of this
technique use RTAs wi th a p ink noise source. The advo-
cates of the mul t ip lex mic technique do their w o r k in the
venue that coincidental ly shares its na m e , the mul t ip lex
c inema.

T h e S t a r Pa t te rn
The star pa t tern is a mic pos i t ion technique init ial ly devel-
oped by R o g e r G a n s in the ear ly 1990s . The concep t is a 
form of opt ical averaging (descr ibed later in this sect ion) of
five posi t ions wi thin the central coverage area of a speaker.
Each of the posi t ions is s tored in m e m o r y and then v iewed ,
separate ly or together. The "ave rag ing" is per formed wi th
our eyes as we look for t rends in the response envelope .
Mul t ip le traces laid on top of each other wi l l turn into a 
forest of na r row dips, bu t a c lear t rend is usual ly evident in
the envelopes . T h e equal iza t ion is then e m p l o y e d to ma tch
the compos i te enve lope by eye. T h e difference b e t w e e n the
mathemat ica l averaging and our opt ical m e t h o d is that
our eyes can be t ra ined to delete the deep and na r row dips ,
focusing ins tead on the audible envelope.

For the star technique to be successful , its radius of
operat ion mus t be confined to the isolat ion zone. The hori-
zontal cen te r /ve r t i ca l mid-poin t should be the m o s t iso-
lated of all points in the coverage of a g iven sys tem. This
is where the speaker should be m o s t free from the interac-
tion of other speakers , and hopeful ly the room. As the mic
posi t ions m o v e outward into interact ive areas the vari-
ance is cer ta in to rise. Equal iza t ion affects all areas of the
given sys tem equally. Therefore , the mos t sens ible p lace
for equal izat ion decis ions is in the m o s t isolated area.

M a t h e m a t i c a l Trace Averag ing
T h e m o s t p romis ing avenue in spatial averag ing w o u l d
s e e m to be taking a series of complex traces and creating a 
mathemat ica l average of the responses . I f three responses
s h o w e d a peak at 2, 4 and 6 dB respectively, the average
w o u l d be 4 dB and i t w o u l d s e e m to be a defendable strat-
egy to e m p l o y a 4 d B cut filter at the g iven frequency. In
this case i t w o u l d be , bu t unfortunately not in all, or even
close to all, cases . T h e reason is the inherent a symmet ry of
the s u m m a t i o n m e c h a n i s m . T h e p e a k heights are a lways
smal ler than the dip depths , some t imes a little smal ler
and somet imes much smaller. The mathemat ica l ly averaged
response is only aural ly representat ive i f all data that makes
it up is from the posi t ive side of the summat ion equa-
tion. If data appears from the dark side of summat ion i t
wil l ove rpower the data from comparab ly s trong posi t ive
summat ion . Accordingly, for any degree of combing in the
response we wi l l have a skew ed representat ion of the aver-
aged signal. O u r ave raged trace wil l have defendable con-
clusions for the coupl ing zone and isolat ion zone areas, bu t
wil l be inval id for the c o m b i n g and combin ing zones .

H o w does this occur? We wil l start wi th an example .
Le t ' s take an average of three traces taken from three differ-
ent posi t ions relat ive to a two-speaker array. Each of these
traces shows peaks ranging from 5 to 6 dB . This w o u l d be
an indicat ion of posi t ive summat ion of two sources wi th in
a w i n d o w of 1 dB and 45 degrees. The average w o u l d c o m e
out to be 5.5 dB or so (5 + 5.5 + 6 / 3 = 5.5). N o w let 's add a 
fourth t race wh ich is a lso the result of a 1 dB relative level
summat ion , bu t is 180 degrees out of phase . This t race
comes in at —19 d B . T h e average is n o w c o m p u t e d as 5 + 
5.5 + 6 — 1 9 . 2 / 4 = —0.4. O n e cancel la t ion jus t w iped out
three ful l-power addit ions! The average reads O dB even
though 75 per cent of the posi t ions say there is a large peak.
T h e comple te extent of the p rob lem wi th this approach
b e c o m e s clear w h e n we cons ider the fact that the one mic
posi t ion where we can ' t hear the sound has the ma themat i -
cal p o w e r to nullify the three posi t ions where we can hear
it loud and clear.

A n y s cheme that uses mul t ip le t races and s imply di-
v ides them wil l suffer from this asymmetry . Whi l e this
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Figureh10.5hSpatialhaveraginghconsiderations

is defendable mathemat ical ly , i t does not resemble our
percept ion.

Ano the r l imitat ion of the mathemat ica l trace averaging
is its lack of contextual clues. T h e traces are g iven equa l
weigh t ing by the ma th whe the r o r no t they should have
equal roles or expectat ions . The average of an on-axis (0 dB)
and off-axis ( - 6 dB) trace i s - 3 d B . W h a t d o w e learn from
that? Taken individual ly the data tells us w h e r e the cover-
age edge can be found. Taken together we migh t conc lude
we need 3 dB of equal izat ion.

O u r hear ing is bet ter able to perce ive that w h i c h we
can hear ra ther than w h a t we can ' t . This i s ra ther obvi-
ous bu t its impl ica t ions regarding the a s y m m e t r y issue
m a y not be . The impor tance i s our increased sensi t ivi ty
to the p resence of the highest- level va lues in a f requency
range over the lowest . I f cer tain frequencies s tand out
above the c rowd, this i s w h a t we hear. There are two w a y s
that frequencies can s tand out. There m a y be a peak in the
response , or i t cou ld be a survivor in the ne ighborhood

where a lot of cancel la t ion has occurred. In ei ther case our
hear ing favors the r emainder over wha t has b e e n removed .
Th i s differs from the ma themat ica l t race averaging which ,
by treat ing peaks and dips the same, a l lows the deep nul ls
to be the dominan t response . For ma themat i ca l t race aver-
aging to be op t imized for our appl icat ion, i t wil l need to
treat the upper side of the envelope wi th preference over
the nulls in the unders ide .

Op t i ca l Trace Ave rag ing
T h e h igh side of a f requency response curve , the peaks and
the survivors , create the audible character of the response,
the enve lope (descr ibed in Chapte r 3 ) . We wil l use the
enve lope for posi t ion, level , and equal iza t ion adjustments .
O u r approach to the peaks and dips wil l be as asymmet r i -
cal as they are. T h e peaks and survivors wi l l be v i ewed as
the representat ives of audible response character, whereas
the dips and cancel la t ions wi l l be v i e w e d as ev idence of
d a m a g e to the sys tem response. O u r efforts to min imize
d a m a g e wil l be focused on posi t ion, level , acoust ical and



436

Opticalhaveraginghscreenhdumphofhenvelope.hIf
thesehtraceshwerehmathematicallyhsummedhandhaveraged,hthe
frequencyhrangeshwherehtherehishsubstantialhripplehvariance
wouldhfallhbelowhthosehofhthehotherhranges.hInhthishcasehthe
500hHzhtoh2hkHzhrangehwouldhbehpulledhdownhbelowhtheh4hkHzhto
16hkHzhrange.hThehopticalhcompositehbringshouththehoverallhtonal
trend,hwhichhwouldhbehthehbesthcandidatehforhtonalhcalibrationhin
thehformhofhequalization

Figureh10.7h Fourhpositionshwithinhthehcoveragehareahofhthe
speaker hThehsamehbasichenvelopehtrendsharehrevealedhbyhthe
opticalhaveraginghmethod
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delay adjustments . There is ve ry little that equal iza t ion
can do for us in the ca tegory of reviving cancel la t ions .

An effective m e t h o d for finding the enve lope is hereby
te rmed "opt ica l averaging" . Mul t ip le measu remen t s are
taken, such as wi th the star technique , and the t races are
s imul taneously over la id on the s a m e screen. T h e overal l
t rends of the enve lopes can be seen, and c o m m o n trends
found by eye . The more extens ive null s tructures can be
select ively ignored for the m o m e n t and the focus p laced
on the m o s t audible characteris t ic: the spectral outl ines of
the h igh poin ts over frequency.

L imi t a t i ons o f Spa t i a l Ave rag ing
All of this begs the quest ion of h o w m u c h spatial averaging
is advisable or appropriate . Firs t we can look at the prob-
l e m from a statist ical point of view. Do we h a v e enough
posi t ions to p rov ide a statist ically representat ive sample
of the overal l response? Each mic posi t ion represents
an area as large as the mic rophone d iaphragm. F r o m a 
statistical po in t of v i ew i t i s l ikely that we wil l have less
than 0.1 per cent of the l is tening area represented. I f we
did m o v e the mic to a thousand posi t ions then we cou ld
average these all together and get someth ing more statis-
tically compel l ing . Let ' s say we learned that we have a 
6 dB peak at 2 k H z as an average over the space. Wou ld we
conclude from this that the splay angle is w r o n g b e t w e e n
the array e lements? No t likely. All we can conc lude from
a pile of spatial averages is equalization, wh i ch is only a 
single technique in the overal l pic ture of optimization. We
need our mic posi t ions to cor respond to the specific opera-
tions we wi l l per form for opt imizat ion: speaker posi t ion,
acoustic evaluat ion, relative level , de lay set t ing and equal-
ization. The data that drives these procedures is found in
specific locat ions , no t general or averaged ones .

O n e inherent l imitat ion of spat ial averaging is that any
scheme w h i c h combines mul t ip le measu remen t s into
a single va lue fails to inform us of the degree of vari-
ance between the s ampled posi t ions . I t w o u l d be possible
mathemat ica l ly to apply s tandard devia t ion equat ions to
the data and get such values . W h a t then? K n o w i n g that the

averaged value at 2 k H z has a devia t ion of l0 dB does no t
help us to decide where to p lace a filter, or whe the r we need
to reposi t ion a speaker. O n l y the opt ical m e t h o d leaves us
wi th intact data for each posi t ion, thereby reveal ing the
individual c i rcumstances a t each posi t ion. The key ques-
t ion is this: wha t do we wan t the spatial averaging to tell us?
If we are looking for the " a v e r a g e " response so that we can
apply an "ave rage" equal izat ion over the area we mus t be
ve ry careful about w h a t i s inc luded in the sample . M o v e -
men t s of even a single seat wid th wil l have large effects
if they are at pos i t ions near the spat ial c rossover wi th
another speaker or s t rong reflections. I f we average sev-
eral such posi t ions we wil l get a mean ing less average
since each locat ion wil l c o m b at different f requency spac-
ings. This is the expec ted response based u p o n the prin-
ciples of s u m m a t i o n and w o u l d be revealed as such by the
individual responses . V iewing the spatial average w o u l d
give us a curve wh ich w o u l d appear to be an appropria te
choice . V iewing these responses individual ly w o u l d m a k e
it c lear that no equal iza t ion set t ing wil l be appropria te for
more than a s ingle point .

The mos t useful appl icat ion for spatial averag ing is w h e n
there are mul t ip le speakers in symmet r i c array wh ich are
control led by a single equalizer. In this case the response
for each array e lement is v i ewed on-axis and stored. Since
each on-axis area is of comparab le size they are equal ly
we igh ted in te rms of audience benefit . The optical aver-
aging m e t h o d can then be used to v i e w the enve lope
trends and discern the bes t equal iza t ion fit for the entire
area.

In conclus ion, any form of response averaging to a com-
posi te t race is subject to a symmet ry -based we igh t ing in
favor of dips. This renders such averaged responses un-
avai lable for equal izat ion. Compos i t e traces also r emove
the ev idence of the no rma l progress ions of var iance over
the speaker coverage area. This lack of contextual clues ren-
ders such traces incapable of aiding the process of speaker
posi t ioning. I f mic rophones are s t rategical ly p laced and
individual ly v i e w e d and compared , the response pro-
gression wil l be revealed. Strategic locat ions wil l provide



438

balcony the general consensus 
was that the high end was not 
making it to the back half of the 
balcony. Looking at the analyzer 
and comparing the mic at the 
rear of the orchestra level with 
the mic at the rear of the first 
balcony revealed that the level of 
the horns was the same at each 
location. It was a build up of low 
mid energy that was masking 
the high-frequency energy. The 
correct solution was to equalize 
the low mids rather than boost 
the HF. This demonstrates two 
important principles  the need 
for separate controllable sections 
of the system for different parts 
of the room and the need to make 
multiple measurements (which 
is only really practical using 
multiple microphones) and many 
comparisons throughout the space. 

Fred Gilpin 

specific answers in regard to acoust ical , posi t ion, level ,
delay and equal izer adjustments .

Microphone Placement in Context 

In the previous chapter we d iscussed h o w the verif icat ion
process w a s structured to provide answers to specific ques-
t ions. This gave the measu red data a context f rom wh i c h
we could discern whe the r this w a s expec ted or unex-
pected . T h e results led to a p lan of action. The cal ibrat ion
stage is no different, except that the expecta t ions are m u c h
more difficult to quantify in the host i le c i rcumstances of
far-field acoust ic measurement . We migh t have the com-
plex in teract ion of mul t ip le speakers in a reverberant r o o m
arriving at our mic . W h a t the h e c k is that supposed to look
like? O n e thing is for sure — it w o n ' t resemble anyth ing we
will have seen in a sales brochure .

Learn ing to read data in context is an acquired skill.
Examples wi l l be presented here to aid the learning pro-
cess, bu t there is no subst i tute for the real thing. To fully
grasp this concep t wil l take exper ience . M o r e than twenty
years later, I am still work ing on it.

Contex t g ives rise to expecta t ions , wh i c h can be met ,
exceeded or failed. M o s t of our contextual informat ion
comes from the process of compar ison . Le t ' s cons ider so m e
examples .

Great expecta t ions:

1. The on-axis area: our expecta t ions are that this wil l
be our bes t -case scenar io for the speaker. I f this area
looks w o r s e than other areas we have a contextual
clue that perhaps we are no t actual ly on-axis or we are
not measur ing the speaker we th ink we are. On-axis
should a lways be the bes t response. I f not , invest igate
immediately .

2 . Dis tance: h o w far are we from the source? HF loss a t
50 mete rs i s expected . The s a m e response a t 10 meters
raises the ques t ion of whe the r we are in the on-axis area.
A fight for good coherence is expec ted at 50 meters . We
should have things wel l in h a n d at 10 meters .

3. The r o o m acoust ics: are we in a hall wi th the acoust ics
opt imized for the s y m p h o n y ? Are we indoors in a glass

and cemen t h o c k e y arena? Are we are in the b reezy
outdoors? All of these condi t ions wi l l m a k e us lower
our expecta t ions .

4 . Loca l condi t ions: are we next to someth ing that wi l l
give us a s t rong local reflection? Do we have l ine of
sight to the speaker? The ba ld guy sit t ing in the row just
ahead of the mic , could that be a reflection source? Y e s
(true story, Osaka , Japan , 1989) . Invest igate the local
condi t ions for contextual c lues before taking act ion on
the speaker sys tem. D o n ' t equal ize the sys tem for the
ba ld guy!

5. The array type: a twelve-e lement coupled array is
expec ted to create a lot of p ink shift. T h e low-fre-
quency over lap should cause the spec t rum to tilt sub-
stantially. If we were to see a flat response ins tead we
might think that we have bragg ing r ights for not hav-
ing to equal ize it. T h e contextual expecta t ion w o u l d
lead me to beg in searching for the LF driver polar i ty
reversals in the array.

6. Inverse square law: It 's repeal is unl ike ly despi te mar -
ket ing c la ims to the contrary. We measu re on-axis at
10 meters . We m o v e b a c k to 20 meters . I f the response
does not drop 6 dB then we mus t examine the situa-
tion for contextual clues. D id we m o v e off-axis as we
m o v e d back? Are we inside the lower levels of a paral-
lel py ramid? These contextual factors lead us to refine
our expecta t ions so that the next t ime we measu re we
wil l ant ic ipate their effects in combina t ion wi th the
distance loss of the inverse square law.

7. Off-axis: it is a s imple mat ter to measu re a speaker on-
axis and declare its p l acement as opt imal . This is l ike
the poli t ic ian w h o gives speeches only to their loyal-
ists. Taking the mic out in search of the axial edge takes
guts. I f the edge is not found where we expect it, we
will need to take act ion. The edge i s found by v iewing
the off-axis response in the context of the on-axis .

8. The spatial c rossover area: is an oc tave-wide 20 dB dip
at 5 k H z a p rob lem? It depends on the context . If this
is occurr ing in the center of our mos t isolated on-axis
area we have s t rong evidence of someth ing serious. I f
this is found wi th in a few inches of a spatial crossover
it is r ight on schedule .

Perspectives  As we 
walked up the first 
balcony under the second 
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Figureh10.8h Contextualhevaluationhofhfour
measurements.hTheheffectshofhprogressivehdistance
onhthehamplitude,hphasehandhcoherence.hAshdistance
increaseshthehqualityhofhthehdatahgoeshdown,hashwouldhbe
expected

Figureh10.9h Similarhresponsehwithhdifferenthexpectations.
Thehexpectedhqualityhofhahshorthrangehmeasurementhis
high,hwhilehthathofhahlonghrangehishlow.hHerehthathishnoththe
case.hThehshort-rangehmeasurementshrevealhexcessive
overlaphinhthehuncoupledhlinehsourceharray
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Figure 10.10h Anhillustrationhofhhowhlookinghathamplitude
onlyhleaveshthehdatahwithouththehclueshindicatedhwhen
otherhmeasurementsharehviewedhashwell

Figure 10.11h Usinghahcontextualhmichplacementhstrategy
tohdeterminehspeakerhposition
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Perspectives  This is the 
most prevalent mistake 
I see, blind allegiance to 

a line on the screen, without fully 
understanding the reasons and 
factors that make it look the way 
it does. If something seems like 
magic, it's only because you don't 
have all the information you need 
to understand it. 

Dave Revel 

9. Stereo symmet ry : we measure the left side. No mat ter
wha t response w a s found there we have an expecta-
tion: that i t wil l have the s a m e response at the sym-
metr ica l ly opposi te pos i t ion on the right side.

10. Aud ience presence: we measu red the sys t em before
the audience c a m e in and s tored the response . N o w the
b a n d is on s tage, the tempera ture has r isen and there
are changes in the response . Do the changes we see
m a k e sense wi th in the f ramework of the phys ica l
changes we k n o w have occur red? This should be care-
fully cons idered before reaching for a knob.

As men t ioned above , the reading of data in contex t is a 
l ifelong endeavor. I t i s also one w h e r e we can br ing every-
thing we are able to the table: audi tory clues , visual c lues ,
past exper ience wi th the componen t s , the contractor or the
hall , and mos t of all, our c o m m o n sense.

Figures 10.8 to 10.11 provide so m e field examples of
contextual data analysis .

Microphone Placement Details 

M i c r o p h o n e P l a c e m e n t C l a s s e s
O u r s tudy of spatial averag ing revealed the vulnerabi l i ty
of any m e t h o d that combines the data from different loca-
tions into a s ingle response. This "sonic s o u p " approach
robs the individual responses of their contextual reference,
a pract ice w h i c h leaves us wi thout a clear course of action.
A different approach is p roposed here wh ich relies ent irely
on individual responses wi th clearly predefined context .
Ins tead of seeking to find a c o m m o n average response , we
will seek out the differences b e t w e e n the key locat ions that
character ize the expec ted behav ior o f the sys tem. We have
studied the s tandard var iance and summat ion progres-
s ions and the mic posi t ions wil l be located a t the critical
mi les tones of these progress ions . I f we k n o w the response
at the mi les tones , we can interpolate the response b e t w e e n
them based on the k n o w n progress ions .

F r o m a statistical point of v i ew there is vir tual certainty
which wil l be decis ive in our choice of posi t ion: the fre-
quency response a t every locat ion in the r o o m (except
for its perfect symmet r i c opposi te) is unique. Therefore

the perfect equal izat ion solut ion for one locat ion is de
facto imperfect for all others. We have s tudied s u m m a -
tion extens ive ly and there is s imply no deny ing this real-
ity. S ince no single solut ion exists , we mus t m o v e to the
next quest ion: is there a locat ion that can be statist ically
defended as the best representat ive or can we s imply m a k e
an arbi trary choice? N o , there is no t a bes t s ingle locat ion.
But yes , there are bes t locations. There is a bes t locat ion for
equal iza t ion and a bes t locat ion for speaker pos i t ioning
and delay sett ing, bu t they are not the same .

O u r perfect equal iza t ion for that s ingle posi t ion is no t
guaran teed to s imply turn sour wi th a smal l m o v e m e n t
in the space. The appl icabi l i ty of the equal izat ion over the
space m a y fade a w a y gradual ly (the bes t -case scenario) or
can be b e c o m e h ighly inappropria te in a few steps. The
best locat ion for equal iza t ion wil l be the one that holds
up for the largest area, and yields its applicabil i ty mos t
gradually. This is found at the on-axis locat ion.

W h y there? The decis ive factor is the rate of change
and can be found in the r ipple and spectral var iance
progress ions . The lowest rate of r ipple var iance change is
in the on-axis area of the speaker, because this is the loca-
t ion where i t enjoys the h ighes t a m o u n t of isolat ion. This
is a lso the flattest point in the spectral var iance progres-
sion, wi th increasing p ink shift as we m o v e off-axis. I f the
equal izat ion is carr ied out in the on-axis area, two favor-
able parameters concur: the equal izat ion wil l ho ld up for
the largest area (due to isolat ion) and there is the lowes t
r isk of reverse p ink shift (the mids and h ighs be ing louder
than the lows and sound ing l ike a te lephone) . A n y other
posi t ion wil l have a lower probabi l i ty of success in these
t wo m o s t important ca tegor ies of equal iza t ion.

Leve l sett ing will a lso be t ied to the on-axis posi t ion,
s ince i t represents the anchor point of the m i n i m u m level
var iance l ine. O u r hopes of m i n i m u m level var iance ride
first on our abil i ty to set our subsys tem relative levels so
they can provide the s a m e level in their respect ive on-axis
areas, whe re they exercise the mos t dominan t control .

Speaker pos i t ioning wil l require a t least two mic posi-
t ions. H o w can we tell i f a speaker is pos i t ioned correctly
if we have only the on-axis data? I t is the relat ionship of
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the off-axis to the on-axis data that mat ters here . Therefore
we mus t v i ew the off-axis response in the relat ive context
of a k n o w n on-axis response.

The other key mic posi t ion is the spatial c rossover to
any adjoining sys tem. W h a t can we learn there? The spa-
tial c rossover wil l inform us about speaker posi t ions , s ince
i t is the mee t ing point . We wil l compare the level at the
respective on-axis locat ions to the level at the spat ial cross-
over and adjust angles to achieve the bes t l ine of mini-
m u m level var iance from the first on-axis point , through
the crossover to the second on-axis location.

The cer ta inty of change over the space in the ampl i tude
response i s ma tched by the s a m e certainty of change in
phase response . A n y two speakers can only s tay m a t c h e d
in relat ive t ime (phase) over ve ry l imi ted l ines of m i n i m u m
tempora l var iance . O u r delay a l ignment set t ings are jus t
as prone to error over the space as were our equal iza t ion
sett ings. Is there a bes t locat ion for delay set t ing? Yes — the
spatial c rossover (point of equa l level) .

W h y ? We k n o w that the crossover area has the h ighes t
rate of change in ripple var iance . Even t iny m o v e m e n t s
here can have more than 20 dB effects on the f requency
response . Th is is the poores t pos i t ion poss ib le for equal-
izat ion decis ions . I t is, however , the wises t locat ion for
delay sett ing, for the exact s ame reason: the h ighes t rate of
change in the r ipple var iance is here. The key to confining
the r ipple var iance d a m a g e to the smal les t area is in the
phase-a l igned spatial crossover. If the phase is a l igned at
the spatial crossover, the deepes t r ipple wil l be confined to
the smal les t f requency range. The delay offsets wi l l start to
creep in as we m o v e a w a y from the spatial crossover, cre-
at ing r ipple var iance wh ich m o v e s progress ive ly down-
ward into the lower ranges of the f requency response . The
phase-a l igned crossover keeps the enc roachment of the
spatial c rossover r ipple into the on-axis areas confined to
a m i n i m u m frequency range before isolat ion comes to the
rescue. The applicabi l i ty of equal iza t ion over the on-axis
area is m a x i m i z e d by the op t imized delay set t ings in the
spatial c rossover area.

There are four classifications of mic posi t ions for the
cal ibrat ion process . These posi t ions have specific locat ions

and roles and provide the data required for all of the cali-
bra t ion procedures .

• O N A X : this refers to an "on-ax i s " mic posit ion. The
O N A X posi t ion provides the data for equal izat ion, level
setting, archi tectural modif icat ion and speaker posit ion.
The O N A X posi t ion i s found a t the point of m a x i m u m
isolat ion from ne ighbor ing speaker e lements . In cases of
symmet r ica l speaker or ientat ion to the space, the loca-
t ion wil l indeed be "on-ax i s" to the e l ement in quest ion.
In cases where the speaker is asymmetr ica l ly or iented,
the O N A X m i c i s located a t the mid-point b e t w e e n the
coverage edges , rather than the on-axis focus point of
the par t icular speaker. The O N A X posi t ion i s found on
a per e lement basis . For single speakers this is a s im-
ple matter. Mul t i -e lement arrays wil l conta in O N A X
mic posi t ions for each speaker. Spat ia l averaging tech-
n iques such as the star pat tern can be used for mul t ip le
posi t ions ins ide the O N A X area, o r for mul t ip le O N A X
locat ions in a symmet r ica l array. E a c h mic posi t ion
mus t have s o m e degree of isolat ion b e t w e e n the g iven
speaker and other e lements in the array to be cons id-
ered in the O N A X class.

• O F F A X : the "off-axis" mic posi t ion represents the cover-
age edge. This pos i t ion i s defined by the l is tening space
shape, not the speaker. These m a y or m a y not be a t the
edge of the coverage pat tern of the speaker under test.
T h e top row, the b o t t o m row and the last seat before
the side wal l aisle are representat ive examples of
O F F A X posi t ions . These posi t ions wil l be ana lyzed in
relat ion to the O N A X posi t ion data. O u r goal is that
they be as c lose as possible and no t more than 6 dB
d o w n (the m a x i m u m acceptable var iance) from the
O N A X response.

• X O V R : this mic posi t ion is for the spat ial c rossover point
b e t w e e n two or more speaker e lements . T h e spatial cross-
over is the poin t of equal level b e t w e e n the sys tems,
and as a result its exact posi t ion mus t be found, rather than
arbitrari ly declared. In the case of two e lements running
at equal levels , the spat ial crossover point wi l l be exact ly
where we expect it: on the geometr ic center l ine. W h e n
asymmet r ic levels are applied, the spat ial cross-over
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point wi l l shift toward the lower level e lement . The
exact posi t ion is found by searching for the point of
equal level b e t w e e n the e lements . The X O V R locat ion
wil l be the spot where we wil l phase-a l ign the spatial
crossover b e t w e e n the sys tems. The process of "cross-
over hun t ing" wil l be d iscussed later in this sect ion.

• S Y M : this mic posi t ion type refers to a locat ion where
there is a symmetr ica l ly oppos i te e lement found else-
where in the sys tem. Symmet r i ca l opposi tes require less
detail in their inqui ry than or iginals and as a result we
can save precious t ime. Original pos i t ions are one of the
three classes above , and there m a y b e symmet r ic vers ions
of any of them. Symmet r i c O N A X posi t ions are required
to, a t the ve ry least, verify the no rma l opera t ion of the
analogous e lement . Symmet r i c O F F A X posi t ions are
rarely needed . Assumpt ions are m a d e only spar ingly in
this work , bu t i f a ma tched speaker has ma tched O N A X
response and m a t c h e d focus, the O F F A X response Will
m o s t l ikely follow. The last type i s the X O V R vers ion of
the symmet r i c mic posi t ion. This is also rare for the same
reasons. I f the O N A X response of phys ica l ly ma tched
c o m p o n e n t s has b e e n verified as ma tched , the X O V R
response wil l follow.

Microphone Orientation Angle
The exact angle of the mic rophone is no t crit ical. We have
a fudge factor of ± 3 0 degrees wi th in w h i c h to work . T h e
mic should s imply be directed toward the speaker(s) that
are in its scope of work . W h i l e the mic m a y be classified
as omnidirec t ional , i t is no t (see Chapte r 3 ) . Mic rophones
wh ich are p laced in acoust ic c rossover points (spectral or
spatial) can be poin ted in the direct ion b e t w e e n the two
speakers .

Listening Position Height
We have deve loped a basic s t ra tegy for mic p lacement .
W h a t about the details and pract ical mat ters such as
exact mic rophone posi t ion and height? T h e m o s t intui-
tive assumpt ion is to p lace the m i c at the head he ight of a 
seated pe r son s ince this m o s t c losely resembles the posi-
t ion of our l i s tener ' s ears. Unfor tunate ly this is rarely the
posi t ion that m o s t c losely resembles the response of our

l is tener during a performance. The nea rby condi t ions of an
e m p t y seat ing area are qui te different from the same area
wi th an audience . T h e presence of unoccup ied seat backs
bo th in front and beh ind the des igna ted seat create s trong
local reflections that wi l l be substant ia l ly modif ied, i f not
e l iminated, dur ing per formance . W h e n faced wi th local
var iables that wil l change substantively, i t is usual ly bes t
to get some dis tance from t h e m if poss ib le , to min imize
their effects. The seat b a c k reflections are m o s t p rob lem-
atic in s teeply raked hal ls wi th h igh hard-backed seats. I f
the firing angle of the speaker is fairly low there wi l l be
st rong reflections from the seat ba c k in the row beh ind the
mic . We are work ing under the a s sumpt ion that the seats
wil l be occupied dur ing the performance , thereby render-
ing the reflective response of the seat backs inappl icable to
our cal ibrat ion strategies.

I f the mic rophone is ra ised to s tanding head he ight the
nearby seat b a c k reflections are great ly reduced. The lis-
tening posi t ion is more "free f ie ld" than the low posit ion.
There is still p lenty of r o o m interact ion in the response
bu t there are n o w less of the local effects and more of the
large-scale surfaces in the data. The mic has changed its
or ientat ion s o m e w h a t to the speaker ver t ical axis as wel l .
In distant locat ions this is a negl igible angular difference
bu t can be substant ial in close proximi ty appl icat ions. An
example of this is the m i c locat ion for a frontfill speaker.
In this case there are two factors that w o r k in favor of
the low posi t ion. First , the rake of the floor is so low that
the seat ba c k beh ind gets ve ry little direct sound. Second , the
ver t ical angle change to the h igh posi t ion is too severe. For
our purposes here we wil l refer to the sit t ing head he ight
as the " l o w " pos i t ion and the s tanding head height to be
the "h igh" mic posi t ion.

Bo th the h igh and low posi t ions conta in a floor reflection.
The floor reflection is the subject of endless cont roversy as
to w h a t steps, i f any, should be taken to mit igate its effects
on our data. The opt ions include l iving wi th it, e l iminat ing
it physically, or e l iminat ing it from our data.

Liv ing wi th i t m e a n s inc luding i t in our data since i t wil l
cont inue to exist w h e n the r o o m is occupied . T h e extent
of the acoust ical changes to our floor surface wil l depend
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Figureh10.12h Placementhconsiderationshforhmeasurement
microphones

upon the par t iculars of our room. At one ex t reme we
have classical mus ic venues wh ich have seats specifically
des igned to create the same absorpt ion coefficient whe the r
the seat is e m p t y or full. On the other ex t reme is the hockey
arena floor wh ich has not even pu t its folding chairs d o w n
during our setup t ime so that we have a perfect ly flat slab
of concrete (or ice covered wi th p lywood , brrr!). We can
live wi th the former, bu t the latter response wil l not resem-
ble the response w h e n s h o w t ime arrives. M o s t venues are
in be tween . M o s t have areas that wil l change and areas
that won ' t .

T h e g round p lane mic p lacement technique can e l imi-
nate the floor reflection from the data. This t echnique is
based on p lac ing the mic direct ly on the ground, hence
the n a m e . Ano the r opt ion is to construct a g round plane ,
i.e. a flat reflective surface that can be p laced anywhere .
The intent is to p lace the mic at the spatial c rossover of the
speaker and the floor, i.e. at the floor. This g ives us a cou-
pl ing zone summat ion response wi th O dB and O ms offsets.

We are not actual ly e l iminat ing the reflection; we are m e a -
suring i t at the phase-a l igned crossover. Because of this, one
should bear in m i n d that the relat ive level a t this posi t ion
wil l r ise 6 dB. Leve l compar i sons wi th other h igh or low
mic posi t ions wil l need to factor this in. There are a var ie ty
of g round p lane methods . The quick and dirty m e t h o d is
to lay the mic on the floor and keep a lookout for forklifts.
M o r e e legant solut ions include p l y w o o d sheets wi th clips
to keep the mic in place . T h e size of the plane wil l dictate
the low-frequency l imit of the measurement . The pr incipal
l imitat ion of this technique is pract ical . The cal ibrat ion pro-
cess requires e i ther a large n u m b e r of posi t ions for a mic or
a large n u m b e r of mics . In ei ther case the prospect of hoist-
ing p l y w o o d sheets up to the ba l cony to get a reading is not
at all invit ing.

T h e final opt ion is to computa t iona l ly e l iminate the
ground reflection from our data. The deed i s done by m a k i n g
the t ime w i n d o w shorter than the arrival t ime of the floor
reflection. A typical floor b o u n c e from h igh mic posi t ion
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Figure 10.13h Microphonehpositionhclassification,hroleshinhthe
calibration

ranges from < 2 m s (back o f raked arena wi th h u n g
speakers) to a round 8 ms (ceil ing speaker firing straight
down) . To e l iminate these wi l l require ca lcula ted anechoic
responses of less than 2 m s , wh ich means no data be low
500 Hz .

Here are s o m e guidel ines to he lp decide whe the r g round
plane measu remen t is s t rongly indicated:

1. Evalua te the s i tuat ion from the v iewpoin t of the pa th
from the speaker to the mic .

2 . I f the pa th wil l have mino r changes b e t w e e n the current
condi t ions and show condi t ions then no special act ion
need be taken.

3. If the pa th has a local special condi t ion, such as an aisle
running right up to the mic , then m o v e the mic the min-
i m u m dis tance required to reduce the local effect.

4 . I f the floor wil l change dramat ica l ly then abandon
the h igh or low posi t ion and use the g round p lane
technique.

H a n g i n g M i c r o p h o n e s
There are ins tances where i t i s necessary to h a n g micro-
phones , such as dur ing l ive per formance si tuat ions. T h e
simplest m e t h o d is to hang the mics straight down. This is
a measu re of last resort (pun in tended) , s ince at best we wil l
receive data wi th substant ia l HF axial loss f rom the mic
directionality. At wors t we have a swing ing mic that g ives
us no usable data in the HF range due to poor coherence .

There are, of course , duct tape solut ions that can g ive
us an on-axis or ientat ion to the speakers . Such cases m a y
require a tie l ine to prevent horizontal rotat ion of the mic.

Microphone Position Strategies
It does not take long to figure out that every l is tening
posi t ion is unique . T h e y are all impor tant as wel l . The
adjustments we m a k e for one posi t ion wil l affect some or
perhaps even all other locat ions. I t is also clear that we wil l
never have t ime to measu re them all, and even i f we could ,
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Figureh10.14h Microphonehpositionhstrategieshforhahsingle
speaker.hNote:hthehactualhlengthhofhthehcoveragehpattern
(starthandhstophdepth)harehnothknownhuntilhbothhthe
verticalhandhhorizontalhplaneshhavehbeenhviewed

wha t w o u l d we do with the conflict ing results? H o w do
we decide?

The priori t izat ion of mic posi t ions i s ba sed on our goal
of m i n i m u m var iance and our strategies to ach ieve this.
Mics are p laced for specific verification and cal ibrat ion
procedures . There are five posi t ions that mus t be k n o w n
for every speaker, or speaker subsys tem.

The five m i c posi t ions to character ize a s ingle speaker :

1. O N A X : the mid-point of coverage (hor izontal and
vert ical)

2. O F F A X : hor izonta l left edge
3. O F F A X : hor izonta l r ight edge
4. O F F A X : vert ical top
5. O F F A X : vert ical bo t t om

Single Speaker 

S y m m e t r i c O r i e n t a t i o n
Symmet r i c or ientat ion of the speaker to the space is typi-
cal of hor izontal appl icat ions as shown in Fig. 10.14. The

O N A X posi t ion is found in the center of the coverage pat-
tern wid th and length. The O F F A X posi t ions are found
a long the coverage shape edges at a comparab le dis tance.
I t is advisable , wi th in pract ical reason, to keep the O F F A X
mic posi t ion equidis tant wi th the O N A X posit ion. Wi th
ma tched dis tances , the level difference can be at tr ibuted
only to axial loss. Bear in mind that an equidis tant O F F A X
posi t ion is usual ly in a different row than the on-axis mic .
An equidis tant or ientat ion i s easi ly accompl i shed by com-
par ing the propagat ion de lay t imes be tween the two points ,
wh ich should be roughly equal . The O F F A X response can
be anywhere from 0 to 6 d B d o w n from the center, depend-
ing upon the a m o u n t of over lap in the sys tem design. T h e
hor izonta l edges m a y wel l be symmetr ica l , in wh ich case
we wil l be able to economize posi t ions. However , i f there
is a symmet ry we wil l need to use bo th posi t ions.

A s y m m e t r i c Or i en t a t i on
T h e asymmet r ic or ientat ion is typical of vert ical applica-
tions (also s h o w n in Fig. 10 .14) . T h e O N A X posi t ion i s
found at the mid-poin t of the coverage , no t a t the on-axis
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Figureh10.15h Microphonehpositionhstrategieshforhahsingle
speakerhwithhanhasymmetrichorientationhtohthehspace

focal point of the speaker. The O F F A X posi t ions b racke t the
top and b o t t o m of the coverage shape. The upper posi t ion
is actual ly "on-ax i s " to the speaker, bu t its p r imary role is
as an O F F A X mic . The length of the shape affects the posi -
t ions of the mic . As the shape stretches, mic pos i t ions spread
propor t ional ly until the lower l imits of the speaker cover-
age pat tern are reached ( lower set) . The dis tance b e t w e e n
the speaker and the shape wil l de termine the bes t speaker
mode l , bu t the mic posi t ions are governed by the l is tening
area shape.

The immuni ty of the mic posit ions to the orientation of
the speaker is shown in Fig. 10.15. Regardless of angular
orientat ion the mic posit ions are found in conformance
to the listening shape, rather than the speaker pattern.

Coupled Arrays 

L i n e S o u r c e
The mic posi t ion s t ra tegy is l imi ted by the inherent over-
lap condi t ion of the coupled l ine source as shown in

Fig. 10.16. O n l y the ex t reme near field areas conta in
sufficient isolat ion to have mic posi t ions that mee t the
O N A X criteria. These posi t ions are far too close to serve
any pract ical cal ibra t ion purpose . O n c e the second level of
the paral lel py ramid is reached , the over lap dominates . No
posi t ion conta ins an isola ted response wh ich can be equal-
ized to provide a discernible zone of m i n i m u m var iance .
W h a t is left is a decreas ing quant i ty of spat ial crossover
posi t ions of increas ing complexity. The mul t i -over lapped
spatial crossover cannot be phase-a l igned for more than a 
s ingle point in the space.

Po in t S o u r c e
The mic rophone pos i t ion classes are clearly differentiated
in the point source array as shown in Fig. 10.17. The O N A X
posi t ion is found on-axis to each e lement in the symmet -
ric version. Equal iza t ion opera t ions wil l be performed at
this locat ion as wil l level set t ing and architectural evalu-
ation. This wil l a lso serve as the base point f rom wh ich to
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Figure 10.16h Microphonehpositionhstrategieshforhthe
coupledhlinehsource

Microphonehpositionhstrategieshforhthe
coupledhpointhsourceharray.hSymmetrichversionhishtypical
ofhhorizontalhapplications.hAsymmetrichishtypicalhofhvertical
applications
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compare our data from the other mic posi t ions . Fo r arrays
wi th more than two e lements , there wi l l be mul t ip le O N A X
posi t ions wh ich conta in un ique data; i.e. no t symmet r ica l
opposi tes . The three- and four-element arrays s h o w n here
conta in two un ique O N A X posi t ions . The mul t ip le O N A X
posi t ions can be observed by the optical spatial averag-
ing technique and an equal iza t ion curve se lec ted that bes t
serves the overal l array.

T h e X O V R posi t ions wil l reveal the a m o u n t o f over-
lap b e t w e e n the e lements . T h e c o m b i n e d level a t X O V R
wil l ma tch the O N A X posi t ion i f we have imp lemen ted
the uni ty class crossover (unity splay angle and m a t c h e d
level) . Leve ls above o r b e l o w the O N A X reference data
indicate over lap or gap c rossover c lasses respect ively. The
c o m b i n e d data o f the O N A X and X O V R mic rophones wil l
de te rmine the posi t ion (in this case the splay angle) of the
array e lements . The O F F A X posi t ion wi l l a lso de te rmine
speaker pos i t ion by compar i son to the O N A X traces. I f
the O F F A X posi t ion i s more than 6 dB d o w n from O N A X ,
the speaker posi t ions wil l need modif icat ion to m o v e us
wi th in the m a x i m u m acceptable var iance . As the O F F A X
value approaches uni ty level to the O N A X we m a y con-
sider the poss ibi l i ty of reposi t ioning the speakers to obta in
less level a t O F F A X . This need only be done w h e r e nearby
surfaces wi l l create s t rong reflect ions into the l is tening
areas.

A s y m m e t r i c arrays require a different approach in all
mic locat ion types, bu t m o s t no tab ly in the X O V R and
O F F A X posi t ions. Spat ial averaging o f the mul t ip le O N A X
posi t ions is no longer appl icable w h e n the coverage dis-
tances are substant ial ly different. This is no t to say that
mult iple O N A X posi t ions cannot be spatial ly averaged
for a s ingle sect ion, bu t ra ther that the sect ions wi th sub-
stant ial ly different levels mus t be ana lyzed and cal ibrated
separately.

U n i q u e O N A X posi t ions are found for each e lement in
asymmet r ic si tuat ions. The level is set a t the O N A X loca-
tion for each e lement , thereby creat ing the desired equa l
level contour. Separa te equal iza t ion is required for each
of the e l ements as measured a t their respect ive O N A X
locat ions.

P o i n t D e s t i n a t i o n
M i c posi t ion strategies are identical to the coupled poin t
source . This array is so rarely used in its coupled form that
our d iscuss ion wil l focus exclus ively on the uncoup led
vers ion (see be low) .

Uncoupled Arrays L i n e S o u r c e

Jus t as the speakers are a r rayed in a l ine, so are the mic posi -
t ions, as s h o w n in Fig. 10 .18. The O N A X posi t ion is found
at the li teral on-axis point of the speaker and at the 50 per
cent point in coverage depth. This locat ion wil l g ive us the
usual data for opera t ions such as equal iza t ion, level set-
t ing and architectural issues. This locat ion also gives us the
reference level for the remain ing posi t ions. Each e lement
wil l require an O N A X microphone . For fully symmet r i c
sys tems (matched mode l s , level and spacing) the addi-
t ional O N A X posi t ions are needed only for spatial averag-
ing and verif icat ion purposes .

T h e X O V R locat ion i s found a t the equa l level point
b e t w e e n the e lements . In level symmetr ic sys tems this wil l
be the geometr ic mid-point . There is no need for further
phase a l ignment a t the spatial crossover s ince the sys tems
should a l ready be synchronous in such sys tems.

T h e X O V R posi t ions wil l reveal the a m o u n t o f over-
lap be tween the e lements . The c o m b i n e d level a t X O V R
wil l ma tch the O N A X posi t ion i f we have imp lemen ted
the uni ty class c rossover (unity aspect rat io spac ing and
ma tched level) . C o m b i n e d levels above or b e l o w the
O N A X references indicate overlap (speakers too close)
or gap (speakers too wide) crossover classes respectively.
T h e c o m b i n e d data o f the O N A X and X O V R mic rophones
wil l de te rmine the posi t ion (in this case the spacing) of the
array e lements . The O F F A X posi t ion wil l also de termine
speaker posi t ion by compar i son to the O N A X traces. I f
the O F F A X posi t ion is more than 6 dB d o w n from O N A X ,
the speaker posi t ions wil l need modif ica t ion to m o v e us
wi th in the m a x i m u m acceptable var iance .

T h e cal ibrat ion s teps for a symmet r ic sys tems mus t be
carr ied out in a par t icular order of operat ions . T h e O N A X
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Figureh10.18h Microphonehpositionhstrategieshforhthe
uncoupledhlinehsourceharray.hThehsymmetrichversionhis
typicalhofhhorizontalhapplicationshbuthcanhbehfoundhin
verticalhapplicationhinhsmallhquantities.hThehasymmetric
versionhcanhbehfoundhinhbothhverticalhandhhorizontal
applications

posi t ions for each sys tem mus t be measu red first. Equal iza-
tion, level and archi tectural evaluat ion mus t be comple t -
ed before spatial c rossover a l ignment can c o m m e n c e . In
asymmet r ic sys tems the X O V R locat ion wil l no t be found
at the geometr ic center b e t w e e n the e lements but wi l l have
encroached in the direct ion of the lower level speaker.
The spatial crossover wil l need to be hun ted and found,
and the t ime offset compensa ted to comple te the phase
al ignment . The X O V R mic i s m o v e d be tween the adjacent
O N A X posi t ions until the point of equa l individual levels
is found. T h e n the X O V R posi t ion is used to classify the
a m o u n t of crossover over lap and to op t imize the phase
al ignment . There is n o w a l inkage from the first pos i t ion
O N A X to the second, through a phase-a l igned spatial cross-
over a t the X O V R location.

Po in t S o u r c e
The uncoup led point source is the logical hybr id be tween
the coupled poin t source and the uncoup led l ine source.

A d d spacing to the former or angle to the latter and we
wil l arrive a t the s a m e place. The mic locat ions and their
roles in the symmetr ic vers ion have the angular relation-
ship of the coupled poin t source and the depth of field
relat ionship of the uncouple line source; i.e. 50 per cent of
the depth of coverage .

The asymmet r ic vers ion is also c losely related. The mic
posi t ions and their roles fol low the coup led scenario , wi th
the depth of coverage issue added.

Po in t D e s t i n a t i o n
The symmetr ic vers ion is often found as an infill array to
cover central l is tening areas from side locat ions. The seem-
ingly obvious mic locat ion w o u l d be the point where the
speaker pat terns mee t in the middle . Whi l e there is no
arguing that this locat ion is l i terally on-axis to both speak-
ers, i t does no t classify as an O N A X locat ion due to 0 per
cent isolation. That spot is also the X O V R locat ion and is
d e e m e d the end of the coverage due to the h igh r ipple
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Microphonehpositionhstrategieshforhthe
uncoupledhpointhdestinationharray hThehsymmetrichversion
ishtypicalhofhhorizontalhapplicationshbuthcanhbehfoundhin
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versionhcanhbehfoundhinhbothhverticalhandhhorizontal
applications

var iance from this point onward . T h e usable O N A X
points are found a long the on-axis l ine at 50 per cent of the
depth of the X O V R locat ion. Equal izat ion, level sett ing and
archi tectural evaluat ion are done as usual a t the O N A X
location. The O N A X level data is used as the reference for
the O F F A X posi t ions wh ich are found by radial offset from
the O N A X posi t ion.

The asymmet r ic vers ion also ends (for the lower- level
speaker) a t the X O V R mic posi t ion. A representat ive exam-
ple i s the m a i n / d e l a y sys tem where bo th sys tems focus
into the s a m e area. T h e O N A X and O F F A X posi t ions o f
the level dominan t m a i n sys tem are t reated l ike a single
speaker wi th asymmet r ic orientat ion. The O N A X posi t ion
for the delay speaker wil l be used to set equal izat ion, etc.,
and to verify the posi t ion. In m a n y cases the delay speaker
X O V R and O N A X posi t ions are the same. The equal iza t ion
and phase-a l igned spatial c rossover are all set at the same
locat ion, the mid-point of the de layed sys tem's coverage
depth.

Ano the r representat ive field example is the dominan t
m a i n downfil l sys tem merg ing wi th the frontfill. The

frontfills are in tended to cover only the first few rows so
as to prevent excess ive r ipple var iance from the over lap
of mul t ip le spatial crossovers . The downfil l focus wi l l be
asymmetr ica l ly or iented to the space and therefore m a y
be b e y o n d the desired frontfill edge. None the less its level
dominance a l lows the downfil l to take over the coverage .
T h e X O V R mic pos i t ion should be the last row of desired
frontfill coverage . This is the locat ion for creat ing a phase-
al igned spatial crossover.

Subdivision Strategies 

We have just seen a mic p lacement s t ra tegy for single speak-
ers and each of the s tandard array configurat ions. There is
no l imit to the n u m b e r of e lements we migh t encounter in
a s ingle cluster or to the n u m b e r of subsys tem arrays that
we wil l need to w e a v e together into a single fabric. H o w do
we go about ensur ing that we have covered all o f the posi-
t ions we wil l need in order to pe r form the full set of cali-
bra t ion and verification procedures? For tunate ly we wi l l
no t have to go through the full gamu t of ar ray types yet
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Figureh10.20h Guidehtohmicrophonehpositionhand
systemhsubdivisionhstrategies

again. Ins tead the answer lies in the quanti t ies of e lements
and the n u m b e r of a symmet r i c transit ions. Th is i s the case
regardless of the array type, so a s ingle set of logical subdi-
vis ions can be employed .

Refer to Fig. 10.20. The criteria for subdivis ion groupings
are shown. T h e criteria are straightforward: ma tched ele-
ments are g rouped together. An u nm a t c h e d e lement beg ins
a second group and so on. This i l lustrat ion shows the match-
ing in t e rms of level ( shown as the size of the aspect ratio
icon) . Other forms of a symmet ry such as speaker order
and splay angle w o u l d have the same effect on cal ibrat ion
subdivis ion grouping. It 's as s imple as this: if you ' r e differ-
ent, we are going to treat y o u different. W h e r e v e r a un ique
transi t ion occurs we mus t be able to provide a un ique cali-
brat ion for opt imizat ion.

Procedures
At long last we are ready to per form the cal ibrat ion proce-
dures. O u r exhaus t ive preparat ion w o r k wi l l p a y us ba c k

wi th the e legant s impl ic i ty of these procedures . O u r mic
posi t ions wil l guide the process through the order of oper-
at ions until all of the subsys tems are b rought together as a 
s ingle entity. For the nex t channel , we wil l do i t all again,
until all are comple te .

Acoustic Evaluation

T h e r o o m reflections wil l in t roduce spectra l and r ipple
var iance throughout the space. O u r foremost s trategy for
min imiz ing these effects is avoidance . This has its pract ical
l imits , and therefore we wil l need to be prepared to iden-
tify p rob lems wh ich are caused by these reflections. Once
identified, there are a n u m b e r of poss ib le opt ions such
as acoust ic t reatment , speaker reposi t ioning, relat ive level
adjustment, add ing fill speakers or surrender. The treat-
men t opt ion wil l be the m o s t effective, bu t as depress ing as
surrender sounds, i t is bet ter than fighting a bat t le we can ' t
win . Absorp t ive t rea tment wil l a lmost assuredly reduce
var iance in all ca tegor ies and wi l l do so in large por t ions
of the l is tening area. This is a w i n - w i n si tuation. In such
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Figureh10.21h Acousticalhevaluationhconsiderations

make sure the cancellations in 
the frequency response are not 
caused by reflections, poor speaker 
combination or other acoustical 
phenomena. EQing comb filters 
simply doesn't work and the only 
solution to get an even response 
is to eliminate the source of the 
reflection/interaction, either 
by treating the venue or by 
redirecting/-time aligning the PA 
system. Looking into the impulse 
response is a very powerful way to 
realize what your echo structure 
looks like and thus assessing your 
problematic reflective surfaces or 

cases there is little need to be conce rned about the details
of exact ly h o w m u c h change occurs a t each locat ion. I f the
ripple is reduced, the coherence goes up, and the a m o u n t
of equal iza t ion that w o u l d be indicated is reduced. Al l of
this is g o o d news .

T h e other avai lable opt ions are no t so clear-cut. Speaker
reposi t ioning in order to reduce reflections wil l mos t l ikely
put T A N S T A A F L and tr iage scenar ios into play. An e x a m -
ple is found in the case of a speaker a imed at the upper seats
in the b a c k of the hall . I f the o p t i m u m speaker focus angle
for m i n i m u m level var iance to the b a c k of the hal l causes
strong roof reflections, then we are in a quandary. I f we
reduce the ver t ica l focus angle we can reduce the reflections
in the upper area bu t we are also reducing the direct
sound. T h e chance of a ne t loss in direct- to-reverberant
ratio is as good as the chance of an improvemen t in the
upper area. M e a n w h i l e d o w n on the floor, the angle change
has no discernible effect on the direct sound (since such
effects are off-axis) bu t the reduct ion in reflections is not ice-
able. Posi t ions on the f loor wil l benefit from less cei l ing

reflections. In fact, the pat rons on the f loor w o u l d benefit
from hav ing the upper speakers turned comple te ly off!
There i s no s imple answer here other than h inds ight rede-
sign, wh ich increases the direct ional control of the uppe r
ma ins and adds supplementa l delays.

Therefore , acoust ic evaluat ions b e y o n d the absorpt ion
opt ion wil l require us to moni to r the effects at mul t ip le
posi t ions. Those posi t ions w o u l d be our O N A X mi les tones
for starters, as those provide us the clearest v i ew of the
sys tem. I f we are go ing to a t tempt to evaluate the acous-
t ics wi th the m a x i m u m degree of isolat ion, we will w a n t
to be a t the lowes t points in the r ipple var iance b e t w e e n
speaker e lements . Tha t poin t i s the O N A X posi t ion.

Level Setting

The verification process wi l l have previous ly es tabl i shed
that our gain structure is sufficient to a l low us to drive the
sys tem to full level . T h e role of level set t ing in the cal ibra-
t ion process i s relat ive level be tween subsys tems. O n e of

Perspectives: When 
aligning a sound system, 
before you start EQing 
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poor time alignments. Always 
remember that floor reflections will 
go away once the venue is packed 
with people. 

Miguel Lourtie 

the key concepts to relative level sett ing is to take a proac-
tive rather than react ive role. T h e speakers wi l l be b rought
into level compl iance wi th the l is tening area, rather than
asking the opposi te . Taking control m e a n s adjust ing the
relat ive levels of isolated e lements in the sys tem so that
they create the same level in their respect ive l is tening
spaces. The O N A X posi t ion for each e lement provides such
a reference point . The levels are set so that each O N A X
posi t ion is matched . A l ine of m i n i m u m level var iance wil l
connec t the O N A X posi t ions. T h e l ine wil l run through the
X O V R posi t ions and wil l ma t ch the O N A X posi t ions i f the
uni ty class spatial c rossover has b e e n employed .

Level Setting Procedure for Spatial Crossover 

Alignment

1. Turn on the dominan t e l emen t (A) only.
2. The level at the O N A X A posi t ion is the reference

standard.

3. Turn on the secondary sys tem (B) only.
4. Set the level for B at O N A X B to ma tch the level

reference.
5. Cont inue wi th all re lated subsys tems to match the level

reference a t their O N A X posi t ions.

I f the combined levels a t the X O V R posi t ions do not ma t ch
the c o m b i n e d levels a t the O N A X posi t ions , refer to the
speaker posi t ion adjus tment procedures .

Level Setting Procedure for Spectral Crossover 

Alignment

The relative level of the LF and HF sys tems wil l be set to
mee t at a specif ied spectral c rossover frequency. The mat-
ter of wh ich e lement to turn up (or down) and the order
of wh ich is measu red first is left to the reader ' s discretion.
O n c e the levels are set we can add delay as required to
comple te the phase-a l igned crossover (see the delay set-
t ing procedures in this chapter) .

Figureh10.22h Anhasymmetrichcombinationh(Ah+ B)
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Figureh10.23hAhmid-basshspectralhcrossover

1. Bo th sys tems mus t have the m a t c h e d dr ive levels to the
measu remen t reference point.

2. Turn on the HF only. Store the frequency response and
recall the trace. Place the cursor on the desired spectral
crossover frequency.

3. Turn on the LF only. Without changing the compensa t ion
delay in the analyzer, adjust the level control of the LF sys-
tem until the ampl i tude responses mee t and the desired
spectral c rossover frequency is found. Store the response
and recall the trace.

4. T h e relative phase responses can be observed . I f they
do not match around the crossover frequency a phase
adjustment will be required (see the delay sett ing pro-
cedures in this chapter) .

5 . C o m b i n e the LF and HF regions. The expec ted result i s
c o m b i n e d response addi t ion above either of the indi-
v idual levels .

Impor tan t note: the relat ive levels of transfer function
responses rely on two impor tan t k n o w n quanti t ies: the
m a t c h e d source levels of the subsys tems and m a t c h e d

mic rophones on the recept ion end. The verif ication proce-
dures for these paramete rs can be found in Chapte r 9 .

Speaker Position Adjustment
Speaker posi t ion adjustment seeks to min imize level, spec-
tral and r ipple var iance in the key relat ionships be tween
speakers and the room. T h e process proceeds in layers of
added complex i ty beg inn ing wi th the s ingle e lement and
finally encompass ing entire arrays and the room. The act ions
at each layer are discernible to us through the mic posi -
t ion strategies. The pat tern emerges by compar i son of the
O N A X , O F F A X and X O V R posi t ions. The speaker posi -
t ion adjustment wil l be comple te w h e n the relat ionship
b e t w e e n these has reached m i n i m u m var iance .

Speaker posi t ion layers:

1. a s ingle e lement in the r o o m
2. e l emen t to e lement ins ide an array
3. array to the r o o m
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4. array to array
5. c o m b i n e d mult iple arrays to the r o o m

Position Adjustment Procedure A  Single Element 

Posi t ion adjustment for m i n i m u m level and spectral var i -
ance, s ingle e lement in the room:

1. The O N A X posi t ion is the level and spectral reference
standard.

2 . C o m p a r e the O F F A X frequency responses and level to
the O N A X standard.

3. Adjust the speaker posi t ion until the level and spectra l
var iance are min imized .

4. I f the bes t posi t ion for m i n i m u m level var iance causes
a rise in r ipple var iance (due to r o o m reflections), then
acoust ic t r iage pr inciples wil l apply. T h e final posi t ion
m a y have to compromise level and spectral var iance in
order to reduce r ipple var iance .

Position Adjustment Procedure AA 

For symmet r ic e lements wi th in an array (or the symmet r ic
combina t ion of arrays):

1. The O N A X pos i t ion for one e lement is the level and
spectral reference standard.

2 . C o m p a r e the X O V R frequency response and level to the
O N A X standard. T h e individual responses should be
—6 dB in the isolated frequency range of the e lements
(a uni ty class spatial crossover) . T h e c o m b i n e d response
a t X O V R should ma tch the isolated O N A X standard in
the isolated frequency range.

3 . The c om bi ne d response a t the O N A X posi t ion wil l show
increased level in the non- isola ted range. The combined
O N A X response can be used as a n e w s tandard and
compared to the c o m b i n e d X O V R response.

4. Equal iza t ion m a y be appl ied to reduce the spectral tilt
caused by the over lap in the LF range.

Figureh10.24h Fieldhexamplehofhthehprocedurehforhah
singlehspeakerhposition
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Figure 10,25hFieldhexamplehofhthehprocedureshforhahtwo
parthsymmetrichuncoupledhpointhsource

Position Adjustment Procedure AB 

For a symmet r i c e lements wi th in an ar ray (or the a sym-
metr ic combina t ion of arrays):

1. T h e O N A X posi t ion for the dominan t e lement (A) is the
level and spectral reference standard.

2 . T h e level and equal izat ion for the secondary sys tem (B)
have b e e n set a t its O N A X posi t ion to ma tch the level
and spectral reference standard.

3 . Search and find the X O V R posi t ion. T h e individual
responses wi l l be ma tched in the isolated f requency range
of the e lements , bu t their levels relat ive to the O N A X
standard wil l not necessar i ly be 6 dB down. This is
over lap-dependent . The non- isola ted f requency range
(presumably the LF range) wi l l be s t ronger f rom the
dominan t e lement . The propor t ions of isolated and
shared response ranges are dependen t upon the a m o u n t
of a s y m m e t r y be tween the subsys tems .

4 . C o m b i n e the sys tems and store and recall the n e w
response.

5 . N e w responses m u s t n o w be acquired a t the two O N A X
posi t ions , s ince the combina t ion wil l affect all locat ions
(at least in the LF range) .

6 . C o m p a r e the c o m b i n e d X O V R frequency response and
level to the n e w c o m b i n e d O N A X A standard and the
O N A X B response . T h e c o m b i n e d response a t X O V R
AB should m a t c h the c o m b i n e d responses a t the two
O N A X posi t ions.

7 . Equal iza t ion m a y be spar ingly appl ied to reduce the
spectra l tilt caused by the over lap in the LF range. S ince
the level relat ionship is a symmet r i c so shall be the spec-
tral tilt. Equal iza t ion wil l be mos t effective on the domi-
nan t sys tem (A) bu t this sys tem is least in need of addi-
t ional equal izat ion (due to its level dominance) . Cut
equal izat ion in the secondary speaker wil l be ineffec-
t ive if the e lement is a l ready level domina ted .
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Figure 10.26h Fieldhexamplehofhspeakerhpositioning
withhanhasymmetrichcombination

Example

The remaining levels of speaker pos i t ion adjus tment are
s imply scaled vers ions of these three scenarios .

Le t ' s cons ider an example sys tem wi th a center cluster
and a frontfill sys tem. The cluster is a three-sect ion a sym-
metr ic coup led point source in the vert ical plane. It is a two-
e lement symmet r i c point source in the hor izontal p lane.
The first s tep is to adjust the pos i t ion of the longes t throw
section (the top) to the room.

Vertical:

1. U s e Procedure A to adjust the top sect ion to the room.
2. U s e Procedure AB to adjust the midd le sect ion to the

top sect ion.
3 . Use Procedure AB (again) to adjust the lower sect ion

(C) to the combina t ion of the top and midd le sect ions.

Horizontal :

1. Use Procedure AA to adjust the splay angle b e t w e e n
the e lements .

2. U s e Procedure A to check the coverage of the ou te rmos t
e lements wi th the room.

The frontfills are an e ight -e lement symmet r i c uncoup led
line source.

1. U s e Procedure AA to adjust the spac ing b e t w e e n the
elements .

2. U s e Procedure A to check the coverage of the ou te rmos t
e lements to the room.

H o w do we c o m b i n e the m a i n array wi th the frontfills?
The ma in array e lements , n o w combined together, b e c o m e
a single e lement . Th is is also the case for the frontfills.
Procedure AB w o u l d be emp loyed for this two-e lement
asymmet r ic appl icat ion.

Equalization
Equal iza t ion is a s imple process . Jus t turn the knobs on
an equalizer, and the j ob is done. In fact equal iza t ion is
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somet imes done wi thout even touching the equalizer.
Al l that is required is announc ing that the sys tem is
equal ized.

Equal iza t ion has a un ique emot ional pos i t ion in the cal-
ibrat ion landscape . Because equal iza t ion provides a key
componen t to the perce ived tonal response of the sys tem
it is a subject near and dear to the m i x engineer . In actual
fact all of the other cal ibrat ion parameters wil l p lay impor-
tant parts in the tone a t the m i x posi t ion, bu t n o n e wil l be
scrut inized as c losely as the equal izat ion.

Equal iza t ion is h o m e of great s logans and truisms:

• " T h e bes t EQ is no E Q "
• " H e w h o EQ least, EQ bes t "

For all the derogatory remarks abou t equal iza t ion you
w o u l d think we w o u l d start seeing technical r iders that
specify: " N o equal izers wil l be a l lowed on this sys tem." But
we don' t . T h e y are a lways there, and a lways wil l be . T h e y
are a tool and we have the need . T h e y are often misappl ied
and this has a lot to do wi th the b a d rap. Equal iza t ion can-
not m a k e i t sound good everywhere in the room. But i t can
m a k e i t sound bad . O u r hope is to use this tool for the j ob
for wh ich it is really des igned: to m a k e it sound equal .

The Role of Equalization 

Here is wha t we w a n t the equal izer to do.

1. Control of the overal l spectra l tilt of the system: the over-
all m a n a g e m e n t of the p ink shift caused by s u m m a -
tion and air loss effects. This is subject to the artistic
discret ion of the operator. As spectral tilt increases the
l i s tener ' s sonic perspect ive i s m a d e more distant. This
is a g lobal pa ramete r for the entire sys tem.

2. Contro l of spectral var iance: the m a n a g e m e n t of spec-
tral tilt of each subsys tem in order to min imize the dif-
ferences in tilt th roughout the l is tening space. Different
equal iza t ion curves wi l l be appl ied to the subsys tems in
order to b r ing them into compl iance wi th the artist ically
desired spectral tilt. Th i s is carr ied out on a subsys tem-
by-subsys tem bas is , in order to create a unified global
effect.

3 . T h e reduct ion of s p e a k e r / s p e a k e r r ipple var iance wi th in
the subsys tem dr iven by a par t icular equalizer. This is
carr ied out on a subsys tem-by-subsys tem bas is , in order
to create a unified global effect.

4 . T h e reduct ion of s p e a k e r / r o o m ripple var iance wi th in
the subsys tem dr iven by a part icular equalizer. Th is is
carr ied out on a subsys tem-by-subsys tem basis , in order
to create a unified global effect.

Limitations of Equalization 

Equal iza t ion affects all areas of the speaker sys tem's cov-
erage in the s a m e way. It is a g lobal solut ion, and is m o s t
effective w h e n facing comparab le chal lenges . I t is least
effective in the face of widespread local differences.
Spectra l tilt is the m o s t global of the f requency response
modif icat ions , whi le r ipple var iance is the m o s t local .

The range of equal izat ion:

1. T h e range w h e r e an equal iza t ion filter can remain
effective in the reduct ion of spectral tilt is pract ical ly
unl imited.

2 . An equal iza t ion filter cannot reduce spectral var iance
of a single device . Tha t is governed by the speaker ' s
b e a m w i d t h and its posi t ion in the space.

3 . An equal izat ion filter can reduce the spectral var iance
b e t w e e n two devices by applying separa te filters wh ich
ma tch their spectral tilts.

4 . The spatial area where an equal izat ion filter can remain
effective in the reduct ion of r ipple var iance is inversely
propor t ional to frequency.

5. The spatial area where an equal izat ion filter can remain
effective in the reduct ion of r ipple var iance is inversely
propor t ional to bandwid th .

An example sys tem wil l he lp us to cons ider the impl ica t ions
of these l imitat ions. A sys tem has eight speakers and eight
parametr ic equal izers wi th five bands each. We can equal-
ize the sys tem as a s ingle feed wi th all 40 parametr ic filters
avai lable. We wil l be able to equal ize a lmos t all of the r ipple
var iance out of the sys tem wi th 40 precise ly p laced filters.
T h e only catch is that such adjus tments wi l l only w o r k for
one single spot. ( H m m . . . the m i x posi t ion?) For that spot
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we have created the perfect key that decodes the r ipple
var iance . For all other locat ions, our r ipple decoder key
does not fit. T h e key that fixes the m i x posi t ion increases the
ripple var iance everywhere else. This is a g lobal "so lu t ion"
to a local p roblem. T A N S T A A F L : the fix for the m i x costs
everyone else. Acoust ic triage: we used up the entire b lood
bank for one patient . In the end, all of this effort y ie lds ve ry
little. The m i x posi t ion is art ist ically self-calibrating, so the
sys tem equal iza t ion is pr imar i ly for the conven ience of the
m i x eng ineer by reducing the a m o u n t o f equal iza t ion on
the individual channels . The issue of p r imary impor tance ,
the difference b e t w e e n the m i x area and the other seats,
w a s no t changed in the sl ightest by any of this. Tha t dif-
ference w o u l d remain i f the equal izer were bypassed . Tha t
difference is the real key.

N o w let ' s rewire the sys tem and separate the equal izers
so that each speaker has their o w n dedica ted f ive-band unit.
The same a m o u n t o f equal izat ion filters can be employed ,
bu t in this case they are dedica ted to solving the differences
b e t w e e n the sys tems. Those are handled locally, wi th each
equal izer taking care of the m o s t p rominen t spectral t rends
from r o o m / s p e a k e r s u m m a t i o n in their local area. O n c e
each sys tem has b e e n local ly neutral ized, the a mo u n t of
r ipple var iance remain ing wil l be a product of the a mo u n t
o f over lapping speaker summat ion (which can n o w be
equal ized) and the remaining r o o m / s p e a k e r effects. I f the
arrays have b e e n wel l -des igned we are wel l on our w a y to
m i n i m u m var iance .

A sound sys tem w h i c h has only a s ingle equal izer (or
stereo pair ) mus t suppress all spectral and r ipple var iance
by m e a n s of speaker pos i t ion and relat ive level a lone.
Sys tems wi th a single equal izer and a single level sett ing,
such as the wal l of sound and the m o d e r n l ine of sound ,
mus t do this ent irely by speaker posit ion. I f this cannot be
accompl i shed then cal ibrat ion mona rchy mus t be declared
and the var iance suppressed by royal decree.

The Equalization Process 

There are two bas ic forms of equal izat ion: s ingle sys tem
and c o m b i n e d sys tem. In our example te rminology we

have equal izat ion A, equal izat ion B and equal izat ion A B .
Single sys tem equal iza t ion is per formed on every subsys-
t em alone before any combina t ion takes place . The focus
of the equal iza t ion is on the symmet r ica l s p e a k e r / s u m -
mat ion wi th in the local subsys tem and s p e a k e r / r o o m
summat ion in the local area. Spectra l tilt due to the HF
transmiss ion loss can also be compensa ted .

Equa l i za t ion P rocedure A 
For each single speaker sys tem (A, B , C . . . ) :

1. M a k e a transfer function measu remen t of the r o o m /
speaker sys tem at the O N A X posi t ion for use as a 
reference.

2. Measu re the equal izer transfer function and adjust the
equal izer to create an inverse response.

3. Measu re the result transfer function and verify the
response.

C o m b i n e d sys tem equal izat ion i s more complex . The
s p e a k e r / s p e a k e r summat ion b e t w e e n two subsys tems i s
the p r imary focus. The compl ica t ion results from the fact
that each equal izer affects only one of the two (or more)
subsys tems that are contr ibut ing to the c o m b i n e d response.
The equal izat ion is still carr ied out in the respect ive O N A X
locat ions . In the low-frequency range the two sys tems m a y
overlap s t rongly into each o the r ' s O N A X locat ions. This
invas ion into the other sys tem's coverage renders t h e m each
incapable of independen t equal iza t ion control . A 6 dB cut
in one of the equal izers wil l have no more than a 3 dB effect
on the c o m b i n e d response . An addi t ional 6 dB cut wil l have
a lmos t no effect a t all. W h y ? Because one speaker i s n o w
12 dB d o w n from the other, push ing i t into the isolat ion
zone . Equal iza t ion for shared response areas wil l need to
be carr ied out equal ly in bo th electr ical contr ibutors (the
equal izers) to create the expec ted acoust ic result.

As usual we wil l have two vers ions o f combinat ion: sym-
metr ic and asymmet r ic . For symmet r i c vers ions the set-
t ings are typical ly the s a m e for bo th equal izers .

In a symmet r i c appl icat ions the sys tems contr ibute
unequal ly to the combina t ion . In the low-frequency range
the louder of the two sys tems (A) is l ikely to be dominan t
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Perspectives: When I 
started out doing system 
optimization using 

parametric equalizers and transfer 
function measurement techniques I 
was using a lot of equalization, both 
in overall cut and in the number of 
frequencies I was twiddling with. 
Over the years I have found that 
simpler is better. I will try to fix 
something with one filter and only 
add another when it is clear there is 
no way to do it with one. 

Alexander Yuill-Thornton II 
(Thorny)

i n bo th O N A X posi t ions . T h e c o m b i n e d response a t O N A X
A will be less affected by the over lap than the response at
O N A X B. The extent of the differences wil l depend u p o n the
amoun t of level a s y m m e t r y and isolat ion b e t w e e n the sys-
tems. T h e level a s y m m e t r y renders the secondary sys tem
(B) fairly defenseless to the dominan t sys tem 's contr ibu-
tions. We can cut and cut all day long on a domina ted sys tem
and have vir tual ly no effect in the reduct ion of contami-
nat ion from the dominan t sys tem. In fact we are actually
worsen ing the si tuation by r emov ing our local sys t em from
the equat ion. The bes t approach in asymmet r ic si tuations
is to p robe and see the effects. If we can see a substant ia l
effect for our equal iza t ion changes we are still in the game .
If the equal izer knob turns bu t noth ing happens , i t w o u l d
be wise to leave i t a lone.

E q u a l i z a t i o n P rocedure A A
For each combina t ion of speaker sys tem (symmetr ic ) :

1. C o m p a r e the c o m b i n e d results a t bo th O N A X posi-
t ions to the individual results recorded before the

combina t ion . In mos t cases the spectral tilt wi l l rise in
the LF range due to over lap .

2. Adjust bo th equal izers to enact the changes required to
restore the spectral tilt to the previous level (if desired) .

Note : related symmet r i c subsys tems do no t require sepa-
rate equal izers . The spl i t t ing of symmet r ic sys tems is a case
of over-zealous subdivis ion. There are cases where sys tems
have dual use and conta in a mixture of related and unre-
lated signals from different matr ix outputs . Such subsys-
tems w o u l d be a l igned as an AA relat ionship.

E q u a l i z a t i o n P r o c e d u r e A B
For each combina t ion of speaker sys tems (asymmetr ic ) :

1 . C o m p a r e the c o m b i n e d results a t bo th O N A X posi t ions
to the individual results recorded before the combina-
tion. In m os t cases the spectral tilt wil l rise a symmet r i -
cal ly in the LF range due to a symmet r i c over lap. The
dominan t sys tem (A) wil l have only min ima l changes ,
whi le lower level sys tem wil l see substant ial p ink shift.

Figure 10 27h Complementaryhequalizationhexample
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Figure 10.28h Equalizationhexampleshfromhfieldhdata

Figure 10.29h Equalizationhexampleshfromhfieldhdata
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Perspectives: I was 
trying to explain the 
result trace, and the goal 

of making it as straight as possible, 
and the band's engineer said, "Oh, 
you're trying to kill the sound." 

d. (Mack) mcbryde 

need adjustment. The first, the 
middle frequencies, are for minor 
corrections the speakers might 
need or possibly effects caused 
by arraying. The second area 
involves the high frequencies, 
correcting for problems at the 
upper end of the spectrum and for 
atmospheric losses. The last is the 
low frequencies. Here in addition to 
issues the speakers may have, there 
is the space the system is in. I think 
that, in some cases, it is possible 
to deal with some room issues 
and improve the overall sound 
of the system by making careful 
corrections based on room issues. 

Alexander Yuill-Thornton II 
(Thorny)

Figureh10,30h Equalizationhexampleshfromhfieldhdata

The tempta t ion i s to r emove substant ial LF energy
from the lower level speaker bu t this is ineffective due
to the level offset (see summat ion level proper t ies in
Chap te r 2 ) . Ano the r t endency i s to r emove LF energy
from the m a i n sys tem to a c c o m m o d a t e the secondary
area. T A N S T A A F L applies here. I f we r e m o v e enough
LF energy to flatten the secondary area we risk the tele-
p h o n e t ransmiss ion s y n d r o m e in the mains .

2. Adjus t the dominan t equal izer only to the extent that i t
can be changed wi thout compromis ing the response in
its O N A X (A) area. The p ink shift left in the secondary
sys tem ( O N A X (B)) is an appl icat ion of acoust ic tr iage.

Delay Setting
Delay sett ing does not carry the emot iona l we igh t of equal-
izat ion bu t has its o w n quirks as well . For the m o s t part,
delay set t ing is ve ry straightforward. We measu re the t ime
offset b e t w e e n a m a i n and de lay speaker and type the
n u m b e r into our de lay l ine. The opera t ion i s s imple bu t
the s trategy beh ind the set t ing is more complex .

There are two types of de lay sett ing scenarios . T h e first
and m o s t c o m m o n is synchroniza t ion b e t w e e n two dis-
p laced and fixed sound sources . This is the phase-a l igned
spatial crossover, wh ich is an overr id ing theme of this book .
The sett ings wi l l be precisely tai lored as an integral part of
our m i n i m u m var iance strategy. The procedures are s imple
and wil l fol low shortly.

T h e second is the un ion of fixed and var iable sources .
This migh t be the de lay ing of the speaker sys tem to the
b a c k l ine guitars , the sidefill s tage moni to rs or the actors
on stage. This second type is an approx imate process , and
plays only a l imi ted role in the m i n i m u m var iance process .
The goal here migh t be enhanced sonic image control . In
the case of a b a n d wi th excess ive s tage levels , the choice to
synchronize to the b a c k l ine is a form of " i f y o u can ' t bea t
' em, jo in ' e m . " I t is preferable to r ide a long wi th the stage
levels (and reduce r ipple var iance and echo percept ion)
than to lead them in t ime.

T h e relat ionship b e t w e e n these s tage sources and our
sound sys tem fails the stable summat ion criteria out l ined

Perspectives: I think 
about equalization as 
three distinct areas that 
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Figureh10.31h Delayhsettinghandhreferencehspeaker
considerations

system is aligned  driver to driver 
(within a box), box to box, cluster 
to cluster and in some cases 
clusters to back-line. When you 
change the delay in any portion of 
a system, it is important to know if 
you are affecting the alignment at 
any other scale. 

Sam Berkow 

in Chapte r 2 . The wave fo rms are only part ia l ly correlated
since the sound from the s tage is not a ma tch for that wh ich
leaves our speakers . The level re la t ionship is var iable wi th
changes in the m i x and the t iming can change as actors
m o v e a round the stage.

T h e synchroniza t ion to s tage sources should be under-
taken wi th caut ion. On ly the absolute m i n i m u m n u m b e r of
subsys tems (those closest to the stage) shou ld be "a l igned"
this way. Al l remain ing sys tems should be synchro-
nized to these speaker sys tems by the m i n i m u m var iance
methods .

The Precedence Effect 

It is a vir tual cer ta inty that we wil l be asked about the prece-
dence effect (also k n o w n as the Haas effect) as we go about
the bus iness of set t ing delays. There is a pervas ive pract ice
of purposeful de-cal ibrat ion of delay set t ings for the sup-
posed benefit of super ior sonic imag ing at t r ibuted to the
precedence effect. The s t ra tegy is this: find the delay t ime

and then add ( 5 , 1 0 , 1 5 , 2 0 , so m e n u m b e r o f ms) to the delay
so that the m a i n sys tem precedes the delay. The intent ion is
that the p recedence effect wil l aid us to perceive the sound
as coming from the m a i n source. Because of its p reva lence
we wil l need to mee t this s t ra tegy head on.

Cons ider the fol lowing:

Recal l that the p recedence effect is a b inaura l function. It
is appl icable to the hor izonta l p lane only.

T h e offset of x ms is certain to add r ipple var iance to the
s u m m e d response of the two sys tems. I f 1 0 m s offset i s
used, the c o m b i n g wil l reach all the w a y d o w n to 50 Hz .
Ripple var iance decreases coherence and creates the expe-
rience of increased reflections. The j ob of the delay speaker
is to decrease r ipple var iance , no t add to it.

People advoca t ing the sett ing of de lays in this man-
ner have not once men t ioned to me the mat te r of relat ive
level be tween the mains and delays, seeming only to con-
sider this after the fact. A posi t ion is chosen, the de lay
is set (and then offset) and then the de lay speaker level

Perspectives  Time 
alignment happens at 
all scales! A well-tuned 
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is adjusted to taste. I t does no t s e e m to occur to t h e m
that they migh t be turning the level up h igher because
the intell igibil i ty is d o w n because they misa l igned the
delay.

T h e misa l igned delay i s phase-a l igned a t s o m e u n k n o w n
locat ion and has a spatial c rossover at some other u n k n o w n
location. D o e s this sound l ike a good p lan?

A misa l igned delay has lower coherence than a phase-
al igned delay. W h i c h one wil l need to be turned up louder
to under s t and the words under the ba lcony?

A phase-a l igned spatial c rossover is ba sed on zero level
and t ime offset. In such cases , the p recedence effect w o u l d
place the image a t the center point b e t w e e n the two sources .
Is that such a b ig pr ice to p a y for m a x i m u m intelligibity,
and m i n i m u m ripple var iance?

W h e n confronted wi th requests from cl ients over the
years for the p recedence effect enhancement , I have pro-
posed a solut ion as follows: first I ask them to l isten to the

delays set up as a phase-a l igned crossover. T h e n if they
don ' t l ike i t we can add h o w e v e r m u c h de lay they want .
In 20 years we have neve r yet m a d e i t to step two.

D e l a y Se t t i ng P rocedure A B
Impulse Response Method 
The secondary sys tem (B) is to be de layed to synchronize
wi th the dominan t sys tem (A) .

1. F ind the propagat ion de lay from Speaker A to
X O V R A B .

2. F ind the propaga t ion delay from Speaker B to
X O V R A B .

3 . T h e difference b e t w e e n these two readings mus t be
added (or subt rac ted) to the de lay l ine to synchronize
the responses.

4 . A d d bo th sys tems together. T h e impulse responses
should c o m b i n e to a s ingle impulse .

Figure 10.32h DelayhsettinghprocedurehABhDelay
seth—hforhanhasymmetrichcombination
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Delayhsettinghprocedureh(phasehspectral
XOVR)hdelayhseth—hforhahphasehalignedhspectral
crossover

and told me the delay speakers 
were off. 

Don (Dr Don) Pearson 

Phase Response Method for Spectral Crossover Alignment 
The low-frequency sys tem (LF) is to be de layed to synchro-
n ize wi th the high-frequency sys tem (HF) . I t i s a s sumed
that the spectral crossover level has b e e n set as per the
related level set t ing procedure .

1. Turn on the HF only. F ind the propagat ion de lay from
S y s t e m A (HF) to O N A X .

2. Turn on the LF only. Wi thou t changing the compensa -
t ion de lay in the analyzer, adjust the delay l ine control-
l ing the LF sys tem until the phase responses overlay.

3 . A d d the HF and observe the addit ion.

Delay Dilemmas 

There are a var ie ty of cases where there are compe t ing
interests in the sett ing of delays . We can de lay our speaker
to be synchronized to one source or another, bu t no t both.
O n e example is the frontfill array de layed a vir tual source
at center stage. Unless we have a perfect ly circular s tage
there is no "one size fits a l l " solution. The opt imal de lay
t ime for the inner frontfills (to the source) is shorter than the

outers . I f we m a k e the inner and outers the same, we wil l
have differing relat ionships to the source. I f we set t h e m
differently, they wil l have different re lat ionships to each
other. The seat a t the spatial c rossover be tween the inner
and outer sys tems wil l be affected by a difference in the
respect ive arrivals. Th is is another case of T A N S T A A F L .
H o w do we choose? Triage, a s usual .

W h a t is a t s take here? W h a t are the var iables? I f we are
delaying to a source on s tage we are ventur ing into areas
b e y o n d our control . T h e levels and t iming relat ionships to
our speaker sys t em are "subject to change wi thout no t ice . "
We mus t a lways r e m e m b e r that sonic imag ing is reliant
on bo th level and delay relat ionships. The difference from
the source to the speakers is not jus t t ime. I t is level a lso.
Are we going to set the inner and outer frontfills to dif-
ferent levels in ant ic ipat ion of the s tage source levels?
This m a y be difficult to assess unless the s tage source is
stationary. If so the different de lay level and delay t ime is
warran ted . If not , we are bet ter off ensur ing a phase -
al igned crossover a t the transi t ion b e t w e e n the inners
and outers. I f we are going to go wi th just one delay

Perspectives  I knew my 
delays were set properly 
when the audience came 
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looks to be the key subsystem and 
equalize that. I then listen to it 
and determine if it is doing what 
I expected. After 1 have the core 
where I want it, I start adding 
other subsystems, listening at each 
stage to confirm that things are 
doing what 1 expect. This way I 
don't end up investing a lot of time 
and energy going down a path that 
leads to nowhere. 

Alexander Yuill-Thornton II 
(Thorny)

t ime wh ich should i t be? The outers . W h y ? T h e y are (prob-
ably) louder and earlier, of the two sys tems, compared to
the source. Therefore they need the mos t he lp . I f the t im-
ing is set for the outers , the inners wi l l have excess delay,
wh ich is the more favorable error for imaging .

Ano the r c o m m o n delay d i l emma is the under ba lcony
array that is de layed to the m a i n speakers f lanking the
stage. The center delays are far from the s ides, whi le the
outers are near. T h e difference in this case is fixed, and
often substantial . If we have an aisle the cho ice is easy.
Spli t your de lay t imes a long that l ine. If not , i t is still advis-
able to break the delays apar t in mos t cases . T h e tradeoff
is a ques t ion of spatial c rossover phase a l ignment . With
one delay set t ing the crossover b e t w e e n the ma ins and the
delay speakers is substant ia l ly out of t ime for entire areas
of the delay coverage . In the mul t ip le delay scenar io the
pr incipal relat ionship, ma ins to delays , is op t imized and
the smal ler local hor izonta l t ransi t ions b e t w e e n the delays
is compromised . Fewer peop le are adverse ly affected.
Cons ider this l i tmus test: the spat ial crossover b e t w e e n the
mains and delays mus t be h ighly over lapped. The spatial
crossovers b e t w e e n the mul t ip le under ba lcony speaker
should be low over lap. The h igh over lap c rossover takes
phase a l ignment priority.

There are m a n y other types of delay d i l emmas . These
pr inciples can be appl ied to aid the decis ion process .

Order of Operations
We have seen the individual cal ibrat ion procedures . This
i s our p laybook. N o w we mus t organize t h e m into a g a m e
plan. Tha t p lan takes shape as an order of operat ions that
beg ins wi th each e lement in each subsys tem unti l all of
them are assembled together. T h e order of operat ions in
sys tem cal ibrat ion proceeds by the d e m o c r a c y principle:
the longes t th row sys tem is a s sumed to cover the largest
n u m b e r of people , and i s des ignated by the letter A. T h e
sys tem wi th the second h ighes t level is des ignated B and
so on.

O n c e we have per formed our initial cal ibrat ions for
the individual subsys tems we can beg in the process of

combin ing these together. I t is our h o p e that the p ieces
wil l fit together l ike a puzzle . If not , we m a y have to go
ba c k and do some rework on the subsys tems .

Before the combina t ion process beg ins , these operat ions
m u s t be comple ted on all individual sys tems:

1. Speaker focus as found by the O N A X , O F F A X and
X O V R posi t ions .

2 . Initial level and equal izat ion sett ing a t the O N A X
posi t ion(s) .

3. Acous t ic t reatment for the local area as found at any
mic posi t ion.

The combina t ion process wil l include:

1. De lay set t ing at the X O V R posit ion.
2 . Leve l or speaker posi t ion adjustment to min imize

var iance b e t w e e n the O N A X and X O V R posi t ions (if
required) .

3 . C o m b i n e d equal iza t ion adjus tment a t the O N A X posi -
t ions (if required) .

The strategies for combina t ion fol low an order of opera-
t ions s imilar to the process invo lved in mathemat ics . Le t ' s
look at an example equat ion:

(((A1 + A 2 ) + ( B l + B 2 ) ) + ( C l + C 2 ) )

The first operat ions are the combina t ions of the l ' s and 2 's
such as (A1 + A 2 ) . N e x t we c o m b i n e the A's to the B ' s and
then finally add the C 's to the running total.

T h e priori t ies for cal ibrat ion order of operat ions:

1. Coup led subsys tems: symmet r ic subsys tem of a 
coupled array mus t be jo ined together before be ing
c om bi ne d wi th others , e.g. the hor izonta l symmet r ic
coupled poin t source of the m a i n cluster m u s t be c o m -
b ined before the sidefills are added.

2. Coup led subsys tems: asymmet r ic subsys tems of a cou-
p led array m u s t be jo ined together before be ing com-
b ined wi th others , e.g. the coupled downfil l of the ma in
cluster is first j o ined wi th the ma ins before be ing com-
b ined with the uncoup led frontfills.

3. Longest throw: the system that must cover the longest
distance takes priority over those that cover closer areas.

4 . Closes t proximity.

Perspectives  When 
doing a large, complex 
system, I identify what 



468

Example :

((((Main upper inner + Main upper outer) + (Main lower 
inner + main lower outer)) + (Frontfill inner + Outer))) 

N o w let 's look a t Fig. 10.34 wh ich wil l serve as the
guide for the reference charts that follow. E a c h chart
conta ins a n u m b e r of speaker e lements , the class of micro-
p h o n e posi t ions , their functions and the role of s ignal
process ing on the cal ibrat ion. The series of charts shows
representat ive var ia t ions of speaker mode l , desi red th row

distance and spacing . The spacing m a y be angular, lateral
and both, depending u p o n the ar ray type. The series of
char ts is not in tended to cover eve ry possible scenar io . I t
does , however , h a v e sufficient quant i ty for the logic and
trends to be clear ly seen so that readers can apply these
strategies to any array or combina t ion of arrays encoun-
tered in the field. Symmet r i c arrays require the m i n i m u m
n u m b e r of mic pos i t ions and s ignal process ing channels .
T h e y also have the m a x i m u m n u m b e r o f S Y M mic posi -
t ions, wh ich are the s imples t of the operat ions. By contrast

Figureh10.34h Guidehtohmicrophonehpositionshand
calibrationhsubdivisionhstrategieshforhthehserieshof
chartshthathfollowhforhdifferen harrayhquantitieshand
configurations.hAhrepresentativehthree-element
exampleharrayhishshown

Figureh10.35hCalibrationhstrategieshforhahsinglehelement.hAsymmetrichorientationhishshown hSymmetrichversionhrequireshonlyhahsinglehOFFAXhmeasurement
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Figureh10.36h Calibrationhstrategieshforhfullyhsymmetrichsystems.hThehapproachhforhhigherhquantitieshcanhbehinterpolatedhfromhthehtrendshshownhhere

Figureh10.37h Calibrationhstrategieshforhtwohelementhasymmetrichsystems hThishapproachhcanhbehusedhforhsinglehspeakershwithinhanharrayhorhforhthehcombinationhofhahpreviouslyhcalibratedhsethofharrays
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Figureh10 38h Calibrationhsubdivisionhstrategieshforhthreehelementshinhtheh2A:1Bhconfiguration

Figureh10.39h Calibrationhsubdivisionhstrategieshforhthreehelementshinhtheh1A:1B:1Chconfiguration.hThehsec shownhherehcanhbehcontinuedhindefinitelyhforhadditionalhasymmetrichlevels
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Figureh10.40h Calibrationhstrategieshforhfourhelementshinhtheh1hB:2A:1Bhconfiguration

Figureh10.41h Calibrationhstrategieshforhfourhelementshinhtheh3A:1Bhconfiguration
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Perspectives: Some tips 
about system optimization 
in small rooms: 

1. I've found that 80 per cent of 
getting it to sound good in a 
small room is just patting the 
speakers and the listener in the 
right position. This requires some 
experimentation to balance out 
the speaker boundary reflections 
but once you find that proper 
ratio, minimal room treatments 
are required, and equalization just 
becomes icing on the cake. Of course 
you're sunk if the room's modal 
distribution is really bad. 

2. Remember Dustin Hoffman's college 
graduation party scene in The
Graduate, where that businessman 
says to him, "I have just one word 
for you, son: Plastics." Well, I have 
just one word for you: Symmetry. If 
there is just one thing you do right, 
it should be to set your control room 
up as symmetrically as possible. 
What does this mean and why? 

If your speakers are not placed 
symmetrically in the room, they will 
have different frequency responses. 
This means that your music will
sound different in the left and right 
speakers, your center image will be 
off center and your music will not 
properly collapse to mono. 

3. Recording engineers seem to hold 
on to old habits. When you discuss 
room tuning, many still believe 
that a 1/3 octave equalizer is the 
way to go. In days of yore when the 
only analyzer was the 2/3 octave 
variety, that was the only option. 
Today, with our high-resolution 
analyzers it only makes sense to use 
a parametric equalizer since you can 
select the exact center frequency of 
the existing problem and adjust the 

Figureh10.42hOrderhofhoperationshappliedhtohanhexamplehsystem

Figureh10.43h Orderhofhoperationshappliedhtohanhexamplehsystem
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bandwidth to fit the existing curve. 
With a 2/3 octave equalizer you are 
stuck with fixed Q and frequency 
centers. That's sort of like doing 
brain surgery with a butter knife. 

4. A common mistake people make 
when treating a room such as a 
vocal booth, small control room 
or home theater is to throw 1" 
compressed fiberglass up on all 
of the walls. This removes flutter 
echo problems but skews the room 
response. All of the high end gets 
absorbed but the low end is left to 
roll around. Absorptive treatments 
should be used only where 
necessary, not globally, and they 
should be well-balanced for both 
high and low frequencies. 

5. Don't believe that old wives' tale 
that nearfields are not affected by 
room acoustics. The laws of physics 
apply to all speakers in a room, so 
the boundaries will have an effect 
since most studio monitors are 
pretty much omnidirectional below 
200 Hz. Also, nearfields sitting on 
the console meter bridge will have 
severe comb filtering due to the first-
order reflection off of the console 
surface.

Bob Hodas 

what absolutely has to be done for an 
event to happen. We all want to do 
everything on our list when installing 
and optimizing a system, but there are 
times, especially when touring, when 
it is clear that there will not be enough 
time. This is when you have to start 

Figureh10.44h Orderhofhoperationshappliedhtohanhexamplehsystem

all forms of a symmet ry (model , d is tance or spacing) mus t
be fully character ized wi th dedicated mic rophone posi -
t ions and the a s y m m e t r y m a n a g e d by separate signal pro-
cess ing channels . The purpose of these charts is to show a 
sys temat ic approach to the cal ibrat ion process .

The cal ibrat ion o f even the mos t c o m p l e x sound sys tem
design can be b roken d o w n into the series of procedures
and the order o f operat ions. Step by s tep, subsys t em by
subsys tem, the p ieces are s t i tched together l ike quilt p ieces
into a single fabric. Figures 10.42 to 10.44 s h o w representa-
t ive examples of the process .

Finishing the Process
The inevi table quest ions arise: h o w can we put an end to an
iterat ive process that approaches perfect ion bu t can never

reach it? We k n o w that we wil l never be able to m a k e a per-
fect ma tch for every seat. T h e fully c o m b i n e d sys tem wil l
be as close as we can come . I f this i s not acceptable we wi l l
need to d i sassemble the pieces , adjust them, and recom-
bine t h e m again. There are ins tances where al ternat ive
approaches appear to have equal merit . We can first try
dividing the space and combin ing the sys tems one way,
and then try the other. Noth ing ends a d iscuss ion of alter-
nat ives bet ter than "Le t ' s test bo th theor ies ."

Here is h o w i t ends: we run out of t ime. Seriously. As
long as there is the t ime there is more that can be learned.
Any th ing we learn today is appl icable in advance for
tomorrow.

Listening
O u r ears are t rained professional audio tools. Each ear (and
set of ears) has inherent phys io logica l differences. T h e y are
not stable phys ica l ly over t ime or over our l ifespan. I f we
have just f lown into town we are l ikely to find our ears still

Perspectives: One of the 
things I seem to be fairly 
good at is getting done 
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editing your list and resetting your 
priorities. Sometimes one has to be 
brutal because if you are running out 
of time, other departments are probably 
in the same position. You're editing and 
prioritizing needs to be done tenth the 
total event in mind, not just your own 
department.

Alexander Yuill-Thornton II 
(Thorny)

that has been SIM-tuned, they are 
apt to feel the lack of low frequencies. 
Having worked as a SIM engineer 
for years, I was often questioned on 
that point. Close observation of each 
channel on a mixing board shows that 
high-pass filters are used too much. 
Such a way of mixing tends to result 
in a noisy sound with excessive energy 
concentrated in the high-pitched tones. 

Then I would tell the mixing 
engineer, "Just take my word for it 
and ..." For example, I would say, 
"Undo the high-pass filters and let the 

faders (sound-level) down! If it does 
not work, all you need to do is put them 
back. Besides, this is a rehearsal. It 
can't do any harm. What have we got 
to lose?" 

Any mixing engineers who ventured 
to take my word were mostly successful 
in creating excellent sound! 

Akira Masu 

in the process of adjusting to the local a tmospher ic pressure
for s o m e t ime. I f we have jus t b e e n exposed to h igh vol -
u m e levels on stage our dynamic thresholds wil l be shifted
temporari ly. I f we have exper ienced h igh levels of exposure
over the long te rm we m a y have pe rmanen t shifts in our
dynamic and spectral responses . Those of us lucky enough
to g row old wil l have reduced dynamic and spectral range
in the n o r m a l course of aging. These factors and others
m a k e the ear a subject ive par tner in the opt imizat ion
process .

The ears are connec ted to our bra ins wh ich conta in a 
l ibrary of reference data for compar i son . Eve ryone ' s l ibrary
carries v o l u m e s of accrued aural exper ience , and every-
one ' s is unique . It is th rough the l ibrary that a measu re of
object ivi ty can be in t roduced wh ich offsets the inherent
subjectivity. This enables two people to agree on the qual i ty
of a l is tening exper ience . H o w do we k n o w w h a t a viol in
should sound l ike? This knowledge c o m e s from the thou-
sand references to viol ins in our aural library. O v e r t ime
we have accrued a m a p of the expec ted response of a violin,
sets of viol ins , and details such as h o w they sound w h e n
p lucked as opposed to b o w e d . This is the ear t raining wh ich
we br ing to bea r in eva lua t ing the final per formance of the
sound sys tem. We perform momen t - t o -momen t compar i -
sons, internal "transfer funct ions" as i t were , against our
m e m o r y m a p s and m a k e conclus ions . T h e quest ion then
b e c o m e s the degree of ma tch ing to the expec ted response .

The e a r / b r a i n sys tem also br ings context into the equa-
tion. As we listen to a sound we evaluate i t wi th respect to
the surroundings . Does this sound no rma l for the g iven
dis tance from the source? Does the amoun t of reverbera-
t ion s e e m in scale wi th the s ize of the space? O u r t rained
e a r / b r a i n sys t em k n o w s that we wil l have to use evalua-
tive s tandards that inc lude contextual ly der ived conclu-
s ions such as "acceptable for the b a c k rows of a basketba l l
arena ."

T h e ul t imate m e m o r y m a p for sound engineers i s their
personal " reference" p rog ram material . We all have l o v e /
ha te relat ionships wi th our reference mater ia ls . We have
heard t h e m so m a n y t imes in so m a n y different p laces
on so m a n y different sys tems that they are pe rmanen t ly

bu rned into our bra ins . T h e n e w sys tem wil l have to sat-
isfy our ears against this s tandard.

The process of e a r / b r a i n t raining is a lifelong endeavor .
There is no greater aid to this process than our complex
audio analyzer. The l inkage b e t w e e n wha t we see on the
screen, to our percept ions of a k n o w n source such as our ref-
erence CD close the loop on the learning process . I f we see
someth ing really s t range on the analyzer we can run to the
mic pos i t ion and listen. I f we hear someth ing s t range as we
w a l k the bui lding, we can m o v e a mic there and investi-
gate. This helps us to read the traces in context and identify
transi t ional t rends in the room. At the end of the opt imiza-
t ion process I have often m a d e adjus tments to the sound
sys tem based on the w a l k through whi le l is tening to my
reference mater ia l . In m o s t cases the adjustments are minor ,
bu t in all cases I try to learn wha t it w a s that I mi s sed in
the process of interpret ing the data. If after-optimization
adjustments are needed , I k n o w that the answer can be
found in the data. This b e c o m e s par t of the lesson to be
carr ied forward to the next job .

There is a long-s tanding ques t ion in the industry: w h i c h
is better, analyzers or ears? This is a red herring. Cons ider
the fol lowing quest ion: w h a t w o u l d you choose to pound
a nail into a p iece of w o o d ? A h a m m e r or your h a n d ? The
answer is both. The h a n d alone is s low and painful. The
h a m m e r is use less wi thout the hand , but together they
m a k e a powerful combinat ion. In the end, nei ther tool is
of any use wi thout a bra in to guide the process . So it is
wi th analyzers and e a r s . . . .

Ongoing Optimization
Using Program Material as the Source
O n e of the powerful features of dual-channel F F T analysis
is the ability to perform accurate transfer function measure-
ments using an u n k n o w n source material . We are "source
independent" (which is the origin of the ac ronym S I M ™ ) .
Source independence means that we can cont inue to ana-
lyze the response of an occupied hall dur ing a performance
in progress, us ing the p rogram mater ial as the reference

Perspectives: When mixing 
engineers mix for the first 
time on a speaker system 
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C a l i b r a t i o n

myself with an unoptimized system 
as the rehearsal is starting. Without a 
measurement system based on transfer 
functions I would have been up the 
creek without a paddle. By using 
transfer function measurements 1 have 
been able to get the job done without 
disrupting anyone but the mixing 
engineer, who has to wait until I have 
gotten the main system done before 
they can do any serious work. Using 
transfer function measurement systems 
makes setting or checking delays a 
cinch at any time there is program 
material.

Alexander Yuill-Thornton II 
(Thorny)

Perspectives: After 
tuning the system, the 
symphony began rehearsals 

in the afternoon and shortly after, 
Ray Charles arrived. Through the 
afternoon, I kept planted on the 
analyzer. Few filters were used on the 
main array, however one typical cut 
was a fairly deep one at about 200 Hz. 
As rehearsal progressed, I clearly 
noticed the room response change, 
needing less cut from the 200Hz filter. 
I then made the adjustment gently 
while communicating with the mixing 
engineer. A little later, it continued to 
change, and less cut was again applied. 
I also needed less correction on one of 
the HF cuts I was using. Now, I started 
to question myself, why would it be 
changing? There were still no people 
in the arena? I then pulled my head 
out of the analyzer screen and started 
looking around, and then noticed that 
the arena staff were quietly installing 
the floor seating in front of the stage. 

source. The independence has its limits. We will need a 
source that excites all frequencies, eventually. We just don't
care about the order. If the source has low spectral density
we will have to wait a long time to get data. If the data is
dense we can move almost as quickly as pink noise.

The result is an ongoing optimization process that pro-
vides continual unobtrusive monitoring of the system
response. Once the sound system is in operation, the con-
trol is in the hands of the artistic sector: the mix engineer.
To mention that this is a potentially high stress situation
would be an understatement. Huge numbers of decisions
must be made in real time, and cues must be executed.
Ongoing optimization allows objectivity to remain in place
to aid the navigational process.

There are a number of ways in which continuing optimi-
zation can aid the artistic process. The first is the detection
of changes in the response and the sharing of that infor-
mation. Action can be taken in some cases to restore the
response, which allows the mixer to refrain from having to
conduct a massive remix effort for a show in progress. In
cases where remedial options are limited it can be helpful
to the mixer simply to be informed of the differences so
that this can be considered in the mix.

There is a lot that can change between the setup time
and show time, and even over the course of a performance.

Only a portion of those changes are detectible with our
analyzer, and a portion of those, in turn, will be treatable
with ongoing optimization.

The changes from setup to show time for a single pro-
gram channel:

1. dynamic room acoustics (changes due to the audience
presence)

2. dynamic transmission and summation environmental
conditions (changes due to temperature and humidity)

3. leakage from stage emission sources (the band etc.)
4. leakage from stage transmission sources (stage moni-

tors etc.)
5. re-entry summation from the speaker system into the

stage mics
6. duplicate entry summation (leakage) between the stage

mics.

Audience Presence
The presence of an audience is almost assured to increase
the overall absorption in the hall. The effects are not evenly
distributed. The floor reflections will undergo the largest
change, and the ceiling the least. The extent of the changes
will depend largely upon the nature of the seating area
prior to occupancy. The most extreme case is the transition

T r a p `n Zoid by 606Perspectives: On more 
occasions than I would 
like to admit I have found 
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S o u n d S y s t e m s : D e s i g n and O p t i m i z a t i o n

In addition, the arena staff were very 
quietly bringing the drapes in and 
closing off the upper level of the arena. 
This was an amazing realization that 
day. 1 then fully understood why this 
tool was so important to live sound, 
and how much loudspeaker systems can 
change in a space due to a wide variety 
of real-world variables. 

John Monitto 

Perspectives: Some rooms 
don't change much as the 
audience fills the space, 

while others go through major changes. 
Some of these changes are caused by 
reflections from the seating area while 
others are caused by energy that is 
trapped by architectural features of the 
space. In both cases the audience can 
change what is happening. The first 
can change the. environment on stage 
for the better, while the other can make 
some low-frequency adjustments less 
necessary. The first will creep into 
measurements but should be generally 
ignored, while the second can make 
a big difference in how the low end 
sounds. If you try to correct for the 
seat reflections you might have a rather 
rude awakening after the show starts 
with the audience in place. 

Alexander Yuill-Thornton II 
(Thorny)

from an unfurnished hard floor to a densely packed stand-
ing audience. The least effect will be found when playing
a hall with cushioned seats. In any case the strongest local
effects are a modification of the early reflections. This can
cause a modification of the ripple variance in the local area,
which may require an equalization adjustment. The sec-
ondary reflections from other surfaces will be reduced as
well. These later reflections will also affect the local ripple
variance structures. As the time offset rises the frequency
range of practical equalization shrinks downward, but the
upper frequency ranges are likewise affected. As frequency
rises the absorption increase corresponds to reduced fine-
grain ripple and improved coherence. The reflections that
are beyond our FFT time window, those seen as noise, are
reduced in the room, creating the rise in signal/noise ratio
(coherence).

Another factor is the rise in noise level due to audience
presence. The screaming of fans, the singing of the congre-
gation and the mandatory coughing during quiet music
passages will all degrade the quality of our data. Generally
speaking the louder the audience gets, the less it matters
what our analyzer says. If they are screaming for the band
we are probably OK. If they are screaming at us, then look-
ing at the analyzer might not be the wisest course.

Temperature and Humidity
Temperature and humidity will change both the direct
and reflected paths. Increased temperature changes the
reflection structure as if the room has shrunk. The direct
sound arrives faster to the listener, but so do the reflections
(see Fig 2.98). The temperature change may cause the
sound speed to change evenly by 1 per cent, but results
in each path being changed by a different amount of time.
The deck is thereby reshuffled for all of the reflection
based ripple variance, which is based on time offset as an
absolute number, NOT a percentage. The relationship of
mains and delay speakers will also undergo changes as
the transmission speed changes. This is well known, and
some manufacturers of delay lines have even incorporated
temperature sensors to track the changes and automatically

compensate. The speaker delay offset over temperature
is more easily visualized than the reflection changes, even
though they are the same mechanism. A delayed system
changes from synchronized to early (or late). A reflection
changes from late to not as late (or later). Think of it this
way: if we forget to set the delay for our underbalcony
speakers they will still change their relationship to the
mains when the temperature changes. We can expect
our analyzer to see the following response differences
on its screens: a redistribution of ripple structure center
frequencies, a change in the amplitude range of some por-
tions of the ripple variance, modified coherence and delay
system responses that need some fine-tuning.

Humidity change acts like a moving filter in the HF
range. Once again the effects are local. In this case, the
amount of change scales with the transmission distance.
Longer throws have proportionally stronger air absorp-
tion effects, and so the changes are more severe over dis-
tance. A short throw speaker would see only minimal
differences even with large relative humidity variance. By
contrast a long throw system will see substantive move-
ment in the HF response. This precludes the option of a 
global master filter that compensates for the complete sys-
tem. Any corrective measures will need to take the relative
distance into account. Our analyzer can expect to see the
following response differences on its screens: a change in
the HF response.

Stage Leakage
The presence of live performers on stage presents the
opportunity for leakage into the sound system cover-
age area. This was discussed in some depth in Chapter
4. The amount of leakage from the stage can change on a 
moment-to-moment basis. Listeners may have a difficult
time discerning whether they are hearing the stage leak-
age or the sound system, and this may be a highly desir-
able effect. Alternatively, out-of-control band gear and
stage monitors are the mix engineer's worst nightmare, as
they are unable to maintain control of the mix due to the
lack of separation.
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response, rather than rush into a 
correction, first try to understand 
what is causing it. It will save you 
the work and embarrassment of 
correcting something that might 
be caused by wind or some other 
weather phenomena which are not 
correctable by EQ. Move slowly 
but with confidence. 

Miguel Lourtie 

Using the headphone out on one unit 
as the. microphone in on the analyzer, 
send the other one out into the area 
where the majority of the delay 
listeners will be and key open the 
mic. Turn on the main speakers and 
note the delay time. Now turn off the 
main speakers and turn on 
the delay speakers. Insert delay on the 
delay speakers until it matches the 
noted delay of the main system. Use 
delay finder again on both systems to 
verify correct alignment. This is only 
useable for delay settings. 

Don (Dr Don) Pearson 

F r o m our measu remen t point of view, even the artisti-
cal ly p leas ing b l end of s tage sources and l ightly reinforced
ins t ruments are cr ippl ing to our data acquisi t ion. Leak-
age is con tamina t ion of our data. I t reduces our reliabili ty
and it reduces our t rea tment opt ions. If a peak in some fre-
quency range appears in the sound sys tem transfer func-
t ion frequency response w h e n the s h o w begins , we are
cal led to action. But i f the peak is due to leakage from stage
sources , this m a y be a false a larm. An inverse filter p laced
at the peak wil l not r emove i t i f i t w a s sent by someth ing
that does not pass through the equalizer. S tage leakage
short-circuits the sound sys tem. We cannot control this
any more than the mixer can. To m a k e mat ters worse ,
our po lygraph detector (the coherence response) m a y be
fooled by the leakage. The wa ve fo rm conta ined in the
leaked acoust ical s ignal wil l be present in our electr ical
response from the console . H o w did i t get there? Through
all of the microphones . S ince the wave fo rm is recognized ,
the coherence can still remain high, and therefore the
p e a k has the appearance of a treatable modif icat ion of the
response , except that i t wi l l no t go away, no mat ter h o w
m u c h equal iza t ion we throw at it.

There i s no single m e a n s of detect ing s tage leakage. O n e
is to try and equal ize it. If i t responds , we are fine. If not , i t
migh t be leakage. Fishing expedi t ions l ike this, however ,
are not apprecia ted by the mixer, and should be a measu re
of last resort. The first cons idera t ion is the obvious : w h a t
do our ears and eyes tell us? We are in a smal l c lub and the
guitarist has four Marsha l l s tacks. This is go ing to be a leak-
age issue. The nex t i t em to consider i s plausibility. W h a t
m e c h a n i s m could cause a 10 dB peak to arise b e t w e e n setup
and s h o w t ime? I f this w a s the result of the audience pres-
ence , then w h y do the peaks keep chang ing shape? Before
we grab an equal izer knob or touch a de lay we mus t cons ider
h o w the change we see could be at t r ibuted to the changes
in t ransmiss ion and summat ion due to the aud ience pres-
ence and envi ronmenta l condi t ions . Large-scale changes
and song-to-song instabil i ty point toward the band . Less
dramat ic and more stable changes point to the sound
sys tem in the room. Those are the ones wor th ventur ing
after.

Stage Microphone Summation
A wel l - tuned sys t em can sound great in every seat w h e n we
listen to our reference C D , and then take on a comple te ly
different character w h e n the b a n d comes on stage. In addi-
t ion to the s tage source leakage in to the house jus t dis-
cussed, there is an even more ins idious source of trouble:
m i c / m i c summat ion (this i s also d iscussed in Chap te r 4 ) .
Leakage f rom stage sources or from the m a i n sound sys-
t em b a c k into the mic s b e c o m e s part of the source s ignal
for the sound sys tem. Mass ive c o m b filtering can be intro-
duced by the s tage mics into the m i x e d signal. We can all
hear it. Ou r ana lyzer cannot see it. W h y ? Because i t hap-
pens in the m i x console . Ou r reference point beg ins a t the
console output . The d a m a g e is a l ready done. T h e easiest
w a y to detect this i s by reverse logic: the fact that we can
hear it, bu t the ana lyzer does no t see i t is the key. We are
wel l versed in the s tandard progress ions of r ipple vari-
ance in our speaker sys tem. O n e th ing is guaranteed: i f we
stay put, the r ipple stays put. I f we m o v e , i t m o v e s . T h e
opposi te m a y be true o f m i c / m i c summat ion . The r ipple
progress ion there is gove rned by relat ionships on stage. I f
the s tage sources m o v e , the r ipple moves . I f we are sitting
still and the r ipple is mov ing , we have summat ion progres-
sions changing before they get to the sound sys tem (unless
the w ind is b lowing , wh i c h wil l cause a s imilar effect). The
mos t effective w a y of isolat ing this effect is to keep good
records. Store the data at a g iven locat ion before the per-
formance (or even the sound check) . If the transfer func-
t ion response remains fairly s table in the face of large-scale
changes in h o w i t sounds to our ears , we have s trong evi-
dence that the solution lies on the other side of the art/science line. 

This information can be put to use. Letting 
the mixer k n o w that we cannot so lve this, and that they
mus t deal wi th it, can provide a h u g e benefit for the mixer.
C o m b i n g in one mic channe l can m a k e the entire PA sound
like i t sank underwater . T h e p rob lem mus t be so lved in
the mixer. I f we a t tempt to treat i t in the sound sys tem we
w o u l d be m a k i n g a h u g e mis take . First , we w o u l d have
to use our ears to do this, s ince i t is not seen by the ana-
lyzer. Tha t w o u l d not be a p rob lem except for the fact that
we have n o w tuned the PA for a s tage mic , not the room.

Perspectives  If during a 
concert you see a sudden 
change of frequency 

Perspectives  A cheap trick 
for setting delay times is to 
get a pair of walkie-talkies. 
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systems than you have. 
• Never use arbitrary mic positions for 

optimization.
• The job of the optimization engineer 

is not tonal quality it is tonal 
equality.

• Always think about sound in its 
complex form  level, frequency, time 
(phase) and wavelength (Chapter 1). 

• If you are going to gamble with 
summation, make sure you know 
how to win (Chapter 2). 

• Know when to hold 'em (coupling 
zone). Know when to fold 'em 
(isolation zone). 

• Unlimited range requires a coupled 
array with some measure of angular 
isolation (Chapters 2,6). 

• The range of uncoupled arrays must 
be limited (Chapters 2, 6). 

• Where two sound sources meet at 
equal level, they must be made to 
meet at equal time (the phase-aligned 
crossover) (Chapter 2). 

• Know every acoustic crossover, 
spectral and spatial, in your system 
(Chapter 2). 

• Confine stereo coverage to areas 
where stereo perception is possible 
(Chapter 3). 

• Don't count on the room to fix what 
is wrong with your sound system 
(Chapter 4). 

• Never trust an acoustical prediction 
program that does not incorporate 
phase (Chapter 5). 

• just say no to zero degrees in
coupled arrays (Chapter 6). 

• "Line array" speakers have fantastic 
potential as long they are used as a 
point source (Chapter 6). 

• Minimum variance in the coupled 
point source is achieved by beam 

Every other source into the sound sys tem is n o w detuned.
If we are go ing to use our ears to m a k e changes that are no t
indicated by the analyzer we have jo ined the artistic staff.
We wil l need to inform the m i x engineer that we are m i x -
ing the show along wi th them. This migh t not go over so
well . We should a lways use our ears , bu t one of the m o s t
impor tan t ear t raining skills we mus t learn is to discern
which side of the a r t / s c i e n c e line we are hear ing. O u r side
of the l ine is pr imar i ly concerned wi th audible changes
over the spatial geomet ry of the room. If i t sounds bad ,
somewhere , fix it. If i t sounds the same b a d everywhere ,
don ' t fix it. Tell the mixer to fix it.

Feedback
T h e wors t -case scenar io of re-entry summat ion into the
mic rophones is feedback. Feedback is very difficult to
detect in a transfer function measurement . W h y ? Because
it is present in both the electr ical reference and the acous-
tic signals. The only hint is that the f requency in quest ion
m a y sudden ly have perfect coherence . This i s not m u c h

help . Feedback detect ion can be conducted in the F F T ana-
lyzer in s ingle-channel m o d e , w h e r e we are looking a t the
spec t rum in absolu te terms. The feedback frequency wil l
rise above the c r o w d and can be identified after i t is too
late.

Multichannel Program Material
Every th ing jus t d iscussed pertains to a s ingle channel
of program. Stereo and other mul t ichannel formats mix
the sound in the acoust ic space. As if i t were not difficult
enough al ready to get clear and stable data, we n o w add
the compl ica t ion of leakage b e t w e e n sound sys tem chan-
nels . O u r electr ical perspect ive i s a lways some part icular
channel . O u r acoust ica l perspect ive wi l l be a shared per-
spect ive that includes related and unrela ted mater ia l from
other channels . Stereo, for example , is a changing mix of
related and unrela ted signals. At one m o m e n t the domi-
nant s ignals are shared be tween the sys tems, a t the next
m o m e n t the sound in our channel of interest is firmly in
control , and then later the opposi te s ide is leaking into our

Figure 10.45 Time spectrograph showing feed-
back (courtesy of SIA-SMAART)

Perspectives  Tips from a 
guy who has made more 
mistakes optimizing sound 
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spreading in the highs and beam 
concentration in the lows 
(Chapter 6). 

• Remember that the coverage of single 
speakers isn't fast food — think of 
aspect ratio, not pizza (Chapter 6). 

• There are no symmetric solutions for 
asymmetric problems, and vice versa 
(Chapter 6). 

• Asymmetry must be met with an 
equal and opposite asymmetry 
(Chapter 6). 

• Every speaker element, no matter 
how big or small, plays an individual 
role, and that solitary identity is 
never lost (Chapters 6, 7). 

• Line array is a type of speaker 
configuration, not a type of speaker 
(Chapters 2, 6, 7). 

• Always use the highest-frequency 
resolution possible for equalization 
and concentrate on the envelope 
(Chapter 8). 

• I would rather leave a system verified 
and uncalibrated than calibrated and 
unverified. (Chapter 9). 

• Every mic position has a defined 
calibration purpose, and every 
calibration operation needs a defined 
mic position (Chapter 10). 

• The mix position is the only self-
calibrating seat in the hall (Chapter 
10).

• The mix engineer delivers the band 
to you. You deliver the band to the 
audience (Chapter 10). 

• Think globally. Act locally. The best 
global solutions are a combination of 
the best local solutions. Optimization 
solutions are all enacted locally 
(Chapter 10). 

• Do not uncalibrate your delays for 
the precedence effect (Chapter 10). 

• Don't humiliate the client. Ever. 
When problems are found in the 
client's design, it is vitally 

space. S tereo is a wonderfu l ly desirable l is tening exper i -
ence . Unfor tunate ly it m a k e s for a ve ry chal lenging opti-
miza t ion envi ronment . There is no w a y to win , so let 's get
that over wi th r ight away. T h e exact center posi t ion of an
exact ly m a t c h e d stereo sys tem wil l be the only posi t ion
free of r ipple var iance from the over lap of the two sys tems.
I t wil l , however , have the h ighes t level var iance over the
mix . Signals panned toward the opposi te channe l wil l have
a smal l electr ical reference level to compare to the acous-
tic arrival, and wil l be seen as gain in the transfer func-
tion response . If the s ignal is not fully panned , the console
reference s ignal wil l recognize the data as val id, wh ich wil l
confuse our coherence response. The coherence wil l be
degraded , however , as the changes in the m i x cause changes
in the response . The instabil i ty wi l l reduce the coherence .
The re levant quest ion is: w h a t can we do wi th this data?
I t i s no t stable. Shou ld we be turning equal izer and level
controls to stabil ize it? Of course not. It is stereo. It is sup-
posed to be changing. So if we cannot get a s table f requency
response we have l imi ted use for the mic there. O n e could
argue that we need the mic to m a k e sure that th ings are not
changing at the m i x posi t ion. If i t is stereo, all our mic can
do is p rove that things are changing at the m i x posi t ion.

Show Mic Positions
M u c h emphas i s has b e e n p laced on the impor tance o f mea -
surement mic locat ions. Unfortunately, i t is rarely possible
for these posi t ions to be useable w h e n the hal l i s occupied.
M o s t often we wil l be g iven very l imited choices , a fact that
great ly reduces the a mo u n t and qual i ty of the data avail-
able to us dur ing a per formance . The role of the mics in a 
s h o w context differs from previous roles. We wil l no longer
need to es tabl ish speaker posi t ion splay angles . Therefore
O F F A X and X O V R posi t ions wi l l be retired immediately .
The pr incipal task ahead is the moni tor ing of the f requency
response changes wh ich result f rom the dynamic environ-
menta l and acoust ic propert ies . I f we have an O N A X posi-
t ion on the m a i n sys tem wi th a h igh degree of isolat ion
from other subsys tems and other channels of sound, we can
enjoy a h igh degree of confidence in our data. In such cases ,
we can compare the per formance response to data captured

before the s h o w and m a k e changes to as required to es tab-
lish continuity. I f an isola ted O N A X posi t ion is not avai lable
we are left wi th fal lback posi t ions. The first level w o u l d be
a less isolated pos i t ion that has substant ia l contr ibut ions
from a related subsys tem. An example of this w o u l d be a 
posi t ion in the coverage of the ma in long throw array, bu t
near the area of the spatial c rossover into the midd le throw
system. Adjus tments m a d e here wi l l have on ly a part ial
effect on the c o m b i n e d response due to the strength of the
neighbor ing sys tem. X O V R posi t ions are the least useable
since they are far too volat i le to serve an equal izat ion func-
tion dur ing the show, jus t as they were not used for equal -
izat ion during the setup.

This is a show. We wil l not be select ively mut ing par ts of
the sys tem so that we can get a clear look at the behav io r of
a part icular subsys tem. Every th ing is on all the t ime. Even
the best O N A X posi t ion for a subsys tem has a ve ry l imi ted
range of use. O n l y the f requency range where that sys tem
enjoys dominance wil l r espond to independent adjustment .
T h e further d o w n the hierarchy that our subsys tems fall,
the less we can do for t hem in a s h o w context . T h e low-
frequency range is the mos t l ikely to be domina ted by the
m a i n sys tem in the local area. We cannot expec t an LF filter
change in the subsys tem equal izer to exer t m u c h control
over the combined response .

Delayed systems can be v iewed dur ing performances
in the hope of maintaining synchronici ty under changing
environmental condit ions. This requires a mic posi t ioned
at the spatial X O V R for the delay and the mains. Such mic
can be used for t ime only. This is a very difficult practice in
the field, since the delay speakers are set at a low level that
b lends in wi th the mains and can be difficult to spot. In any
case, if the impulse response is able to reveal the two arriv-
als, this can be acted on with some confidence. An alterna-
tive method for those situations where a mic is not practical
in the delay area: m a k e note of the propagat ion delays
before the show at var ious locations. Compare these to the
current propagat ion delay. Compute the percentage of t ime
change. Modify the delay lines by the percentage change.

T h e locat ion wi th the highest probabi l i ty of s h o w t ime
access , the m i x posi t ion, i s also one of the m o s t chal lenged.
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important to find ways for them to 
save face. 

• Always disclose your 
recommendations, actions and the 
reasons behind them to your client. 

• Don't let your ego or your 
desire to be right influence your 
interpretation of the data or your 
decisions.

• The combination of ears, an analyzer 
and an experienced open mind is the 
best analysis system.

606

In stereo sys tems the m i x posi t ion wil l lack channe l isola t ion
and therefore be hard-pressed to establ ish a stable re-
sponse . Posi t ions on the ou te rmos t hor izonta l edges of the
m i x posi t ion can find a m o r e isolated response , and pro-
vide a clearer picture of "before and after" response. These
side posi t ions wil l have the opposi te side arr ival but , i f the
sys tem has l imited stereo over lap, some degree of control
can be establ ished. N o n e of these are perfect, and often
the bes t we can do is moni tor a response solely in relat ive
terms (house empty, house full).

Sys tems wi th h ighly over lapped mul t i channe l interac-
tion are b e y o n d the capabi l i ty of in-show measurement .
Mus ica l theater i s rout inely done wi th separate mus ic and
vocal sys tems. There is no w a y to untangle these in the
acoust ic space.

Subwoofers as a Program Channel
W h e n subwoofers are dr iven as an auxi l iary channe l the
low-frequency range is r emoved from our view. Like the

m u s i c / v o i c e sys tems jus t d iscussed, the subwoofer range
cannot be un tang led from the other signals. A transfer func-
t ion us ing the ma ins as a source sees the subs as an unsta-
b le , uncont ro l led contaminat ion . I f the subwoofer send is
used as the source the opposi te occurs . In ei ther case the
electrical reference extends to the full range , so there is no
w a y to separate the acoust ic responses .

Final Word
In the end we can see that the occupied hall wi th the b a n d on
stage is no t a favorable condi t ion for sys tem opt imizat ion.
We wil l be wel l se rved to m a k e sure to have per formed
our opt imizat ion before the doors open, so that we can
limit our in-show needs as m u c h as possible . T h e abil i ty to
measu re wi th the p rog ram mater ia l a l lows us to cont inue
the opt imizat ion, bu t does no t m e a n that we can wai t unti l
the b a n d is on s tage to beg in the process . We still need
dedicated t ime to assemble the individual b locks into a 
comple te sys tem. O n l y fully assembled sys tems are ready
for the show.
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This concludes my t ransmiss ion, for the m o m e n t . The cycle
of des ign and opt imiza t ion has been and wil l cont inue
to be a learning exper ience . This is still a y o u n g field and
the potent ia l for g rowth is huge. For me personally, I feel
that each day has the potent ia l for s o m e n e w discovery.
Rare is the day w h e n that potent ial i s no t reached. O v e r
twenty years later "still l ea rn ing" is the order of the day.
I k n o w n o w w h y doctors refer to themse lves as "prac t ic ing"
medic ine .

T h e m o s t often-asked quest ion I get about this field goes
someth ing l ike this: "Unl ike you , I don ' t have perfect cli-
ents wi th unl imi ted budgets , un l imi ted tools, and unl im-
ited t ime and suppor t for sys tem tuning. I f we can ' t do i t
all, wha t should we do t h e n ? "

First of all, I have never had this client, bu t w o u l d love
to. Eve ry job happens in the real wor ld , and every j ob
requires us to priori t ize and " t r iage ." I have never had the
opportunity, on any s ingle j ob , to per form all of the des ign
and opt imiza t ion steps s h o w n in this book . I have , h o w -
ever, used all of t h e m over the course of t ime. T h e y are
all in my p laybook , ready to be pu t to use as the s i tuat ion
requires. A coach is no t required to use all of the players
in their arsenal . T h e y must , however , be prepared to read
the s i tuat ion on the field and have the m e a n s at h a n d to
deal wi th wha teve r cont ingencies arise. This b o o k strives
to b r ing into focus the nature of the adversar ia l forces out

there in the pract ical wor ld of our sound re inforcement
envi ronment . This knowledge a lone is a powerful ally,
even wi thout an analyzer.

In the end we wil l need to provide our cl ients wi th
a comple te c o m b i n e d system. If we have to s t reamline
the process to get there in the t ime a l lowed, we mus t do
so consciously. A sk ipped step is a leap of faith and a 
ca lcula ted gamble . We need to mainta in clear knowledge
of where those leaps are, lest they c o m e ba c k to haunt us.

W h a t is the m o s t impor tan t? This is a mat te r of opin-
ion. For me personally, i t is l ike food. We need a variety of
the highest-qual i ty ingredients . G o o d speakers and signal
processing. W h a t is the next mos t impor tan t? This is also
a mat te r of opinion. Fo r me i t is l ike real estate. The top
priori ty: locat ion, locat ion, locat ion. G o o d p lacement ,
g o o d angles and good architecture. Level , de lay and EQ
sett ing are the finishing processes .

Even more impor tant , however , i s main ta in ing perspec-
tive in our role in the b ig picture. We are m e m b e r s of a 
mult i faceted team. We are there to provide a service to the
clients on m a n y levels . T h e impor tance of persona l rela-
t ions cannot be oversta ted. In some cases we are our o w n
clients, s tepping out of our lab coats , put t ing on the artist 's
beret and mix ing the show.

T h e mee t ing point b e t w e e n the scientific and artistic
sides of our wor ld is the op t imized design.

A f t e r w o r d
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G l o s s a r y

Absorpt ion coefficient This indicates h o w m u c h sound
energy wi l l be lost dur ing the transi t ion at a surface.
Absorp t ion coefficients range from a m a x i m u m of 1.00
(an open w i n d o w ) to 0.00 (100 per cent reflection).

Act ive ba lanced interconnect ion A ba lanced line con-
nect ion to or from a p o w e r e d (active) input or output
device.

Act ive e lectronic device An audio device that receives
p o w e r from an external source (or bat tery) in order to
carry out its s ignal process ing functions. An act ive device
is capable of providing amplif icat ion of the signal.

Air absorpt ion loss High-frequency a t tenuat ion that
accrues over t ransmiss ion dis tance in air. T h e humidity,
ambien t tempera ture and a tmospher ic pressure all p l ay a 
par t in the paramete rs of this filter function.

Amplif ier (power) An active electronic t ransmiss ion
device wi th l ine level input and speaker level output. The
power amplifier has sufficient vol tage and current gain to
drive a loudspeaker .

A m p l i t u d e T h e level c o m p o n e n t o f the audio w a v e -
form, also referred to as magni tude . Ampl i tude can be
expressed in absolute or relat ive terms.

A m p l i t u d e threshold An opt ional feature of transfer
analyzers that a l lows for the analysis to be suspended
w h e n insufficient data is p resented at the analyzer inputs .

A r r a y A configurat ion of sound sources defined by their
degree of separa t ion and angular orientat ion.

Aspect ratio A c o m m o n te rm in archi tecture to describe
a space as a rat io of length vs . wid th (or height) . This term
is also appl ied for the coverage shape of speakers (inter-
changeab ly t e rmed the forward aspect ratio here) .

A s y m m e t r i c Hav ing diss imilar response character is t ics
in ei ther direction from a defined center line.

Averaging (optical) The finding of a representat ive
response over an area by v i ewing the individual res-
ponses from var ious locat ions.

Averaging (signal) A ma themat ica l process of complex
audio analyzers that takes mul t ip le data samples and
performs complex divis ion to acquire a statist ically more
accurate calculat ion of the response.

Averaging (spatial) The finding of a representat ive
response over an area by averaging the individual
responses from var ious locat ions into a single response.
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Balanced The s tandard two-conductor audio s ignal
t ransmiss ion configurat ion chosen for its noise immunity .
This is sui table for long dis tances.

B a n d w i d t h Descr ibes the frequency span of a filter func-
tion (in Hz) .

B e a m concentrat ion The behavior o f speaker array e le-
men t s w h e n they have a h igh propor t ion of over lap . B e a m
concentra t ion is character ized by a na r rowing of the cov-
erage area wi th m a x i m u m power addit ion.

B e a m spreading The behav io r o f speaker array e lements
w h e n they have a h igh propor t ion of isolation. B e a m
spreading is character ized by a w iden ing of the coverage
area wi th min ima l power addit ion.

B e a m steering A technique of asymmetr ic de lay taper-
ing used in subwoofer arrays in tended to control the
coverage pattern.

B e a m w i d t h A character izat ion of speaker direct ional
response over frequency. The b e a m w i d t h plot s h o w s cov-
erage angle (—6 dB) over frequency.

Binaural local izat ion Hor izonta l local izat ion m e c h a -
n i s m wh ic h is dr iven by the difference in arrivals b e t w e e n
the two ears.

Cal ibrat ion The process of sound sys tem testing and
measu remen t focused upon sett ing the fine adjust pa ram-
eters for the sys tem such as equal izat ion, relat ive level ,
delay, acoust ic evaluat ion and speaker posi t ion adjust-
ments . This process proceeds after the first s tage of opti-
miza t ion (verification) has b e e n comple ted .

Cancel la t ion zone T h e inverse o f the coupl ing zone.
The combina t ion is subtract ive only. Phase offset mus t be
b e t w e e n 120 and 180 degrees to prevent addi t ion.

Cardio id (microphones ) Unidi rec t ional mic rophones
c o m m o n l y used on stage. The cardioid act ion is the result
o f cancel la t ion zone summat ion beh ind the mic rophone
der ived from the combina t ion of forward and rear entry
of sound at the d iaphragm.

Cardio id ( subwoofer arrays) A configurat ion of stan-
dard subwoofer e lements in a m a n n e r wh ich creates a 
cardioid pattern.

Cardio id ( subwoofers) A multidriver, low-frequency
sys tem wi th unidirect ional response. The cardioid act ion
is the result of cancel la t ion zone summat ion beh ind the
speaker der ived from the combina t ion of forward and rear
firing drivers.

C h a n n e l A dist inct audio wave fo rm source, such as left
and right, sur rounds or a special source effect. E a c h chan-
nel mus t be op t imized separately.

Clipping Dis tor t ion of the audio wave fo rm that occurs
w h e n the s ignal i s dr iven b e y o n d the l inear opera t ing
range of a device .

C o h e r e n c e A measu re of the ratio of s ignal to noise in an
F F T transfer funct ion measurement .

C o m b i n g zone The summat ion zone hav ing less than
4 dB of isolat ion and an unspecif ied a mo u n t of phase offset.
C o m b i n g zone interact ion has the h ighes t r ipple var iance .

C o m b i n i n g zone T h e s u m m a t i o n zone hav ing b e t w e e n
4 and 10 dB of isolat ion and an unspecif ied a m o u n t of
phase offset. The r ipple var iance i s less than ±6 dB.

C o m p e n s a t e d unity splay angle The uni ty splay angle
b e t w e e n array e lements wi th asymmet r ic relat ive levels.

C o m p l e m e n t a r y phase equal izat ion The process o f cre-
at ing an inverse response in bo th ampl i tude and phase .

C o m p l e x audio analyzer A device that per forms c o m -
plex mathemat ica l analysis to p rov ide bo th the ampl i tude
and phase data re levant to an audio system.

Compos i t e po int source The combina t ion o f mul t ip le
array e lements into a vir tual s ingle symmetr ic array e le-
ment . The componen t s that compr i se a compos i te point
source mus t be m a t c h e d in level and splay angle.

C o m p r e s s i o n A s low-act ing reduct ion of the audio sig-
nal dynamic range . This is done to prevent c l ipping or for
driver protect ion.
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Constant b a n d w i d t h A l inear render ing of bandwid th ,
wi th each filter (or f requency spacing) hav ing the s a m e
bandwid th expressed in Hz . The F F T calculates filters
wi th constant bandwid th .

Constant percentage b a n d w i d t h A logar i thmic render-
ing of bandwid th , wi th each filter (or f requency spac-
ing) hav ing the same percentage bandwid th expressed
in octaves , e.g. l / 3 r d octave . The RTA filters are constant
percentage bandwidth .

C o u p l e d (arrays) Arrays wi th e lements that are wi th in
close proximity, i.e. wi th in a s ingle wave leng th over a 
majori ty of the f requency range of the e lements .

Coupl ing zone The summat ion zone where the combi -
nat ion of s ignals is addi t ive only. T h e phase offset mus t
be be tween 0 and 120 degrees to prevent subtract ion.

Coverage angle T h e angular spread from on-axis (0 dB)
to the —6 dB points on ei ther side.

C o v e r a g e b o w A m e t h o d for evaluat ing speaker cover-
age wh ich incorporates the equal level contours . The on-
axis far (—6 dB) and off-axis near (—6 dB) points are l inked
by the coverage bow.

C o v e r a g e pattern The shape of equa l relative level
a round a sound source for a g iven propaga t ion plane.

Crest factor The t e rm used to descr ibe the peak to R M S
ratio of a waveform.

Crit ical b a n d w i d t h The frequency resolut ion to wh ich
tonal character is audible . l / 6 t h oc tave is a typical pub-
l ished value .

Crossover (acoustic) T h e point where two separate
sound sources combine together a t equal level .

Crossover (asymmetr ic ) An acoust ic c rossover where
one of the c o m b i n e d e lements has different proper t ies
than the other. For spectral crossovers this includes level ,
filter type and speaker parameters ; for spat ial c rossovers
this includes level, angle and speaker type.

Crossover (class) A classification based on the c o m b i n e d
level at the crossover relat ive to the isolated areas. This

includes uni ty (O dB) , gap (less than O dB) and over lap
(more than O dB) .

Cros sove r (order) The s lope rates of the individual e le-
men t s wh ich c o m b i n e at a crossover. As the s lope rates rise,
the crossover order increases . Crossovers m a y be a sym-
metr ic , conta ining e lements wi th different s lope orders .

Crossover (phase -a l igned) An acoust ic c rossover that i s
ma tched in bo th level and phase .

Cros sove r (spat ia l ) An acoust ic c rossover in a spatial
plane. The spat ial c rossover point i s the locat ion where
the two e lements combine a t equal level.

C r o s s o v e r (spectra l ) An acoust ic crossover in the fre-
quency domain . The spectral c rossover point is the fre-
quency where the h igh and low drivers operate a t equal
level.

Cros sove r h u n t i n g The process o f finding the a sym-
metr ic spatial c rossover dur ing the cal ibrat ion of a sound
system.

Cyc le s per s e c o n d The frequency of an audio signal
measured in her tz (Hz) .

dB S P L ( sound p ressu re level) T h e quant i ty o f sound
level relative to the threshold of h u m a n hear ing.

d B V A measu re of vol tage relative to a s tandard va lue
of 1 vol t R M S .

D e c i b e l (dB) A unit that descr ibes a ratio b e t w e e n two
measures of sound. The decibel is a logar i thmic scal ing
sys tem used to descr ibe rat ios wi th a ve ry large range of
values . The decibel is l / 1 0 t h of a bel , wh ich is the loga-
r i thm of the ratio of two powers .

D e d i c a t e d s p e a k e r con t ro l l e r An act ive s ignal process-
ing device that is manufac tured wi th the opt imal sett ings
for a par t icular m o d e l of loudspeaker .

D e l a y l ine An act ive electronic t ransmiss ion device
(usual ly digital) that a l lows the user to delay the s ignal for
a selected t ime per iod.

Di f f rac t ion The abil i ty of sound to pass a round objects
or through openings .
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D i f f u s i o n The reflection of sound in a m a n n e r in w h i c h
it is scat tered in different direct ions over frequency.

Dig i t a l s igna l p rocesso r ( D S P ) A signal process ing
device wi th a w ide var ie ty of capabil i t ies , inc luding level ,
equal izat ion, delay, l imit ing, compress ion and frequency
division.

Di rec t iv i t y factor (Q) A linear vers ion of the directivi ty
index. The DI va lue is the 10 log equiva len t of the Q factor
value. These two va lues (DI and Q) can be plot ted on the
same g raph wi th different vert ical axis number ings .

D i r ec t i v i t y i ndex (DI ) T h e ratio o f the a mo u n t o f energy
forward of the speaker to the energy that w o u l d be present
i f the speaker w a s omnidi rec t ional .

D i s p l a c e m e n t (source) The phys ica l dis tance b e t w e e n
two sound sources . This fixed d i sp lacement wil l affect the
interact ions in a g iven or ientat ion by a fixed a m o u n t of
t ime offset.

D i s p l a c e m e n t (wave leng th ) T h e dis tance b e t w e e n t w o
sound sources expressed as a function of propor t ional dis-
p lacement over frequency. The fixed source d i sp lacement
wil l affect all in teract ions in a g iven or ientat ion by differ-
ent amoun t s of wave leng th d i sp lacement over frequency.

D r i v e r An individual loudspeaker c o m p o n e n t that cov-
ers only a l imi ted f requency range. A speaker enclosure
m a y conta in var ious dr ivers wi th dedica ted ranges that
c o m b i n e to b e c o m e a speaker sys tem.

D y n a m i c r ange T h e range b e t w e e n the m a x i m u m linear
opera t ional level and the noise floor.

E c h o pe rcep t ion The l i s tener ' s subject ive exper ience of
the direct sound and late arr ivals as be ing dist inct and
separa te entit ies.

E l e m e n t A single sound source wi th in an array.

E m i s s i o n The or iginat ion of sound from a natural
source.

End-fire array An array of mul t ip le of subwoofers ,
p laced in a l ine, one beh ind the other, wi th a specific

spacing and de lay s t ra tegy in a t imed sequence w h i c h cre-
ates forward addit ion and rearward subtract ion.

E n e r g y - t i m e curve ( E T C ) A logar i thmic express ion
(vertical scale) of the impulse response .

E n v e l o p e T h e audible shape of the spec t rum, the tonal
character. The enve lope fol lows the wides t and highest
spectral character is t ics of the response and does not incor-
pora te na r row dips and nulls .

Equa l level con tours A radial render ing of a speaker cov-
erage pattern. T h e on-axis response is normal ized to 0 dB
and the equal pressure point over angle is p lot ted radially.

Equal l o u d n e s s con tours (F l e t che r -Munson curves) T h e
non- l inear nature of the ea r ' s f requency response over
level is expressed by this family of curves.

E q u a l i z a t i o n T h e process of tonal compensa t ion wi th an
act ive (or in ancient t imes, pass ive) filter set. Equal iza t ion
is used here pr imar i ly to control spectral tilt and thereby
min imize spectral var iance .

E q u a l i z e r An active electronic t ransmiss ion device wi th
a set of user set table filters.

False pe r spec t ive A n y of the var ious w a y s in wh ich the
l istener is m a d e aware that they are l is tening to loudspeak-
ers rather than a natural sound source.

F F T T h e a c r o n y m for fast Fourier t ransform, descr ibing
the process of conver t ing the t ime record data into fre-
quency response data. A l so k n o w n as the discrete fourier
transform ( D F T ) .

F i l t e r ( f requency) The act ion of a sys tem that causes
some frequencies to rise (or fall) above (or be low) others.
Fil ters in e lectronic circuits have a wide var ie ty of types,
such as shelving, h igh pass , b a n d pass , and b a n d reject.
Examples of filters in acoust ic sys tems include axial atten-
uat ion (directional control) over a space , and air absorp-
tion loss.

F i l te r o rder T h e gross classification of filter behav io r over
frequency, des igna ted as first order, second order, third
order etc. As filter order rises the rolloff s lope b e c o m e s
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steeper. Each filter order connotes an addi t ional 6 dB of
rolloff per octave.

Fixed points per octave F F T (constant Q transform) A 
quasi- log express ion of f requency resolut ion der ived from
mult iple t ime records of different lengths .

F o r w a r d aspect ratio (FAR) A rec tangular render ing of
the speaker ' s forward coverage shape expressed as a rat io
of length vs . wid th (or height) . The aspect ratio is the fun-
damenta l representat ion of the bu i ld ing b lock of speaker
design: the single speaker e lement .

Four ier theorem A n y complex w a v e f o r m can be charac-
ter ized as a combina t ion of individual s ine waves , wi th
defined ampl i tude and phase componen t s .

F r e q u e n c y The n u m b e r of cycles per second g iven in
her tz (Hz) .

F r e q u e n c y divider An act ive (or pass ive) electronic
device that separates the spec t rum into f requency b a n d s
wh ich are del ivered to different speaker dr ivers for trans-
miss ion. T h e wave fo rm wil l be reconst i tuted in the acous-
tical space at the acoust ic crossover.

F r e q u e n c y response The response of a sys tem in var ious
categor ies over frequency. Here , these inc lude ampl i tude ,
relative ampl i tude , relat ive phase and coherence .

Full-scale digital The m a x i m u m peak vol tage before
over load for digital audio sys tems. T h e ac tual vol tage is
mode l dependant and is often user adjustable.

Graphic equal izer An act ive (or pass ive) electronic
t ransmiss ion device wi th paral lel filters hav ing fixed cen-
ter f requency and bandwid th , and var iable level .

H y g r o m e t e r An a tmospher ic ins t rument that measures
humidity.

I m p e d a n c e The combina t ion o f DC resis tance and capaci-
tive (or induct ive) reactance for a g iven source or receiver.

Impulse response A render ing of the ca lcula ted
response of a sys tem as if it were exci ted by a perfect
impulse . This relat ive ampl i tude vs . t ime display is
der ived from the F F T transfer function measurement .

I n c l i n o m e t e r A device wh ich measures the vert ical
angle of a device or surface.

Inter-aural level d i f fe rence ( I L D ) The difference in
level at our ears of a hor izonta l ly d isplaced sound source .
This is one of the p r ime factors in hor izonta l local izat ion.

Inter-aural t i m e d i f fe rence ( I T D ) The difference in t ime
arrival at our ears of a hor izonta l ly d isplaced sound source.
This is one of the p r ime factors in hor izonta l local izat ion.

Inve r se squa re l a w S o u n d propagat ion in free field loses
6 dB of S P L for each doubl ing of dis tance from the source.

I soba r i c con tours See Equa l level contours .

I so l a t i on z o n e The summat ion zone where there i s
greater than 10 dB of isolat ion and an unspecif ied a mo u n t
of phase offset. T h e r ipple var iance i s less than ±3 dB.

La tency The transit t ime through any device , indepen-
dent of the user-selected set t ings.

L i n e l eve l S tandard opera t ing audio t ransmiss ion s ignal
level. The nomina l va lue is 1 vol t (0 d B V ) wi th m a x i m u m
level a round + 2 4 dBV.

L i n e source A speaker array conf igurat ion in wh ich the
axial (angular) orientat ion is identical .

L i n e a r f r e q u e n c y axis An equal space per f requency
(Hz) render ing of the f requency axis.

L o g f r equency axis An equal space per octave render ing
of the frequency axis.

M a x i m u m accep t ab l e va r iance A value of 6 dB in level
or spectral var iance .

M e a s u r e m e n t m i c r o p h o n e The type o f mic rophone
used for acoust ic measu remen t dur ing sys tem opt imiza-
tion. Typical measu remen t mics are free field omnidi rec-
t ional type. T h e y are very flat, wi th low distort ion and
high dynamic range.

M i c leve l Low- leve l audio s ignal t ransmiss ion. The
nomina l va lues are typical ly at least 30 dB be low line level.
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M i n i m u m var iance The response of a sound sys tem
over a space , w h i c h has the m i n i m u m differences (less
than 6 dB) in level, spectral tilt and r ipple.

M i x pos i t i on The locat ion in the r o o m (usual ly) w h e r e
the m i x engineer and m i x console are located. O n e of the
15,000 m o s t impor tan t seats in an arena.

N o i s e (causal ) A secondary s ignal w h i c h or iginated
from the s a m e parenta l wave fo rm but has re turned to a 
summat ion point too late to mee t the s table summat ion
criteria. T h e solut ions to causa l noise are wi th in the scope
of the opt imizat ion engineer (and the acoust ic ian) .

N o i s e (non-causa l ) A secondary s ignal that is not a 
related wave fo rm and therefore wil l mee t none of the sta-
b le s u m m a t i o n criteria. The solut ions to non-causa l no ise
wil l not be found in the sound sys tem.

N o i s e floor The level of ambien t non-causa l noise in an
electronic device or a comple te sys tem.

N y q u i s t f r e q u e n c y The highest f requency that can be
captured at a g iven sample rate. Th is f requency is ha l f the
sampl ing rate.

Of f se t ( level ) The difference in level (dB) b e t w e e n two
sources at a g iven point . Leve l offset that is the result of
differences in t ransmiss ion dis tance is a ratio that wi l l
r emain cons tant over scale .

Of f se t (phase) The difference in arr ival t ime (degrees
of phase shift) b e t w e e n two sources at a g iven f requency
and locat ion. Phase offset is f requency-dependent and wi l l
double for an oc tave rise in frequency.

Offse t ( t ime) The difference in arrival t ime (ms) b e t w e e n
two sources at a g iven point . T ime offset that is the result
of differences in t ransmiss ion dis tance, is l inearly der ived
and wil l no t remain constant over scale.

Of f se t (wave leng th ) The difference in arr ival t ime (com-
plete cycles) b e t w e e n two sources at a g iven f requency
and locat ion. Wave leng th offset is f requency-dependent
and wil l double for an oc tave rise in frequency.

O p t i m i z a t i o n T h e process o f sound sys tem test and
measu remen t inclusive of the verification and cal ibrat ion
stages.

O s c i l l o s c o p e A w a v e f o r m analysis device wi th electr ical
signals d isp layed as vol tage over t ime.

P a n o r a m i c f ield T h e hor izonta l wid th of the stereo field.
T h e m a x i m u m wid th of the panoramic field a t any g iven
locat ion is the angular spread b e t w e e n the stereo sources .

Pano ramic pe rcep t ion The exper ience o f apparent sound
sources a long the hor izonta l p lane b e t w e e n two speakers ,
also k n o w n as s te reo pe rcep t ion .

Para l l e l p y r a m i d The behav ior o f coupled loudspeakers
wi th m a t c h e d angular orientat ion. The spatial crossovers
are s tacked sequent ia l ly in the form of a pyramid .

Paramet r ic e q u a l i z e r An act ive electronic t ransmiss ion
device wi th paral le l filters hav ing var iable center fre-
quency, b a n d w i d t h and level r e c o m m e n d e d for sys tem
optimizat ion.

Pasca l An SPL-based s tandard used in the character-
izat ion of sensi t ivi ty for microphones . O n e pasca l equals
94 dB S P L . M i c r o p h o n e sensi t ivi ty i s c o m m o n l y defined in
m v / p a s c a l .

P e a k l i m i t i n g A fast-acting reduct ion of the audio sig-
nal dynamic range . This is done to prevent c l ipping or for
driver protect ion.

P e a k vo l t age The highest vol tage level in a g iven wave -
form ( V p k ) .

Peak - to -peak vo l t age (Vp-p) T h e vol tage b e t w e e n the

posi t ive and nega t ive peaks in a g iven waveform.

Percen tage b a n d w i d t h The frequency span of a filter
funct ion (in octaves) .

Pe rcep t ion T h e subject ive exper ience of the h u m a n hear-
ing system.

Pe r iod T h e length of t ime i t takes for a cycle to be c o m -
pleted. A per iod is the reciprocal of f requency and is g iven
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in seconds , a l though m o s t c o m m o n l y expressed in mil l i -
seconds (ms) .

P i n k shif t See Spectra l tilt.

P h a s e T h e radial c o m p o n e n t o f the aud io w a v e f o r m
expressed in degrees. For a g iven frequency, the phase
va lue can be conver ted to t ime.

P h a s e de l ay A delay va lue ( typically in ms ) ascr ibed to a 
l imited span of f requencies , that a l lows us to character ize
f requency-dependent delay.

P i n n a (outer ear) T h e p r imary m e c h a n i s m for vert ical
local izat ion of sound.

Po in t des t ina t ion A speaker array configurat ion in
w h i c h the axial or ientat ion is inward from the front of the
e lements , thereby creat ing a vir tual dest inat ion which has
a c o m m o n poin t in front of the e lements .

Po in t source A speaker array configurat ion in wh ich the
axial or ientat ion is ou tward from the front of the e lements ,
thereby creat ing a vir tual source w h i c h has a c o m m o n
point beh ind the e lements .

Po la r p lo t A render ing of a speaker coverage pat tern in
radial form. The on-axis response is no rmal i zed to O dB
and the dB loss over angle is p lot ted radially.

Po la r i ty The measu re o f wave fo rm orientat ion above or
b e l o w the med ian l ine. A device that is "n o r m a l " polar i ty
has the same orientat ion from input to output. A device
wi th reverse polari ty has opposi te or ienta t ions from input
to output .

P r e c e d e n c e effect (Haas effect) T h e locat ion of the per-
ce ived sonic image can be manipu la ted by offsetting our
b inaura l local izat ion m e c h a n i s m s ( ILD and I T D ) . Fo r
example , the sonic image m a y appear in the direct ion of
an ear ly arrival, even if i t is no t the louder sound. Mul t i -
channe l speaker sys tems can use the p recedence effect to
manipu la te sonic image by independent control o f relat ive
t ime and level.

P ressu r i za t ion In acoust ic t ransmission, the ha l f of the
cycle that is h igher than the ambien t pressure.

P ropaga t ion de lay T h e transit t ime from a source
through a m e d i u m to a dest inat ion. O u r p r imary focus
is on acoust ic p ropaga t ion and refers to the transit t ime
be tween speaker and a l is tening posi t ion.

Protractor m e t h o d T h e s tandard m e t h o d o f de te rmin ing
coverage pat tern and a im points of a single speaker wh ich
traces an equidis tant arc from the on axis point unti l i t
reaches the —6 dB point.

P rox imi ty rat io The difference b e t w e e n the closest and
farthest seats in the coverage of a g iven speaker or a r r ay

Pseudo-un i ty ga in T h e vol tage gain of the overal l device
is uni ty bu t the uni ty is created by as m u c h as 20 dB of gain
at the input and a t racking a mo u n t of loss at the output.
Th i s m a y result in over load a t unexpec ted levels.

P u s h - p u l l This is an output s tage in an act ive ba lanced
output wi th two ident ical s ignals wi th opposi te polari t ies.

Q (filter) T h e qual i ty factor of a filter circuit. It is a l inear
scale representat ion of the filter bandwid th . As the filter
nar rows, the Q rises.

Q (speaker ) See Direct ivi ty factor.

R a n g e rat io T h e relat ive lengths be tween the on-axis
points of two speaker e lements to their respect ive dest ina-
tions. The range ratio (in dB) is used to ma tch the relative
level be tween the speakers .

Ra re fac t ion In acoust ic t ransmiss ion, the ha l f of the
cycle that is lower than the ambien t pressure.

Ray- t rac ing m o d e l The render ing of predic ted speaker
response as rays of l ight emit t ing f rom a source .

Rea l - t ime ana lyze r (RTA) An acoust ic measu remen t
device wh ich uses a b a n k of log spaced paral lel filters to
character ize the spectral response.

Ref rac t ion T h e bend ing of a sound t ransmiss ion as i t
passes through layers of media .

R e s o l u t i o n The detail level presented in the measu red
data wh ich is the basis of the predict ive or measu red
model .
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Reso lut ion (angular) The spacing (in degrees) b e t w e e n
the measu red data points that compr i se the speaker da ta
for an acoust ic predict ion.

Reso lut ion ( frequency) The wid th o f each even ly spaced
F F T frequency "line" or "bin" wh i ch is ca lcula ted by divid-
ing the sampling rate, by the n u m b e r of samples in the time 
window.

R e t u r n ratio The difference (in dB) b e t w e e n the d is tance
from a sound source to the front of the ba l c o n y and the
farthest area angular ly adjacent to that ba l cony front. This
ratio is used in the evaluat ion of solut ions for ba l cony a n d
under ba lcony coverage .

Ripple var iance The range (dB) b e t w e e n the peaks and
dips.

Root m e a n square ( R M S ) The vol tage in an AC circuit
that w o u l d provide an equivalent to that found in a DC
circuit.

Sampl ing rate The c lock frequency of the analog- to-
digital convers ion.

Sensit ivi ty (microphone) The amoun t o f vol tage crea ted
by a g iven mic for a g iven S P L at the d iaphragm. Typical ly
the va lue is g iven as a n u m b e r of m v / p a s c a l .

Sensit ivity (speaker) T h e a m o u n t of S P L for a g iven
speaker at a g iven drive level and dis tance. Typical ly the
va lue is g iven as a n u m b e r of dB S P L @ 1 w a t t / 1 meter.

Signal processor A n y active electronic t ransmiss ion
device charged wi th the jobs of equal izat ion, level set t ing
or delay.

Sonic i mag e The perce ived locat ion of a sound source,
regardless of whe the r a natura l source or loudspeaker are
present at that locat ion.

Sonic image distort ion T h e extent to wh ich the perce ived
sound image differs from the in tended sound source.

Spatial percept ion The subject ive character iza t ion of
the locat ion of a sound source . For s u m m e d signals , the
l is tener ' s subject ive exper ience of the direct sound and a 

late arr ival is spectral ly and spat ial ly modif ied, such that a 
dist inct poin t of or igin is not perce ived.

S p e a k e r l eve l The t ransmiss ion dr ive level b e t w e e n
amplifiers and speakers . High- level audio s ignal t ransmis-
sions are typical ly expressed in wat t s , rather than vol tage ,
due to the large amount s of p o w e r be ing t ransmit ted.

S p e a k e r order T h e gross classification of filter behav io r
over frequency, des igna ted as first order, second order,
third order, etc. As speaker order r ises the coverage shape
contours b e c o m e steeper. Th is is ana logous to filter s lope
order wi th h igher order speakers exhibi t ing increas ingly
steep response rolloffs. E a c h speaker order connotes the
approx imat ion of an addi t ional 6 dB of h igh f requency
rolloff per quadrant (90 degrees) .

Spec t r a l t i l t ( p i n k shif t) A spectral dis tr ibut ion in favor
of more low-frequency energy than high-frequency energy
(or the reverse) . An example of spectral tilt is off-axis
response.

Spec t ra l va r i ance A substant ia l difference in spectral
response b e t w e e n two locat ions . Loca t ions wi th m a t c h e d
spectral tilt w o u l d be cons idered m i n i m u m spectral
var iance .

S p l a y ang le T h e angular or ientat ion b e t w e e n two array
elements .

S t a b l e s u m m a t i o n cr i ter ia The condi t ions that mus t
be m e t for s u m m a t i o n behav ior to main ta in sufficient
stabil i ty to be perce ived as an ongoing effect on the sys-
t em response. These include the or iginat ion from a re la ted
wavefo rm and sufficient shared durat ion a t the s u m m i n g
junct ion.

S t e r eo pe rcep t ion See Panoramic percept ion.

S u b sys t ems O n e of a family of sys tems that together com-
prise a s ingle channel of the sound sys tem t ransmiss ion.
Subsys tems t ransmit a related wave fo rm to local areas.

S u m m a t i o n dura t ion The length of t ime that two fre-
quencies share the same locat ion. In related wave fo rms
the summat ion durat ion wi l l depend upon the t ime offset
and the t ransient na ture of the wavefo rm.
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S u m m a t i o n z o n e s T h e five categories o f summat ion
interact ion behav io r based upon the relat ive level and
phase of the s u m m e d signals . These zones include the
coupl ing, combin ing , isolat ion, cancel la t ion and c o m b i n g
zones , wh ich all differ in their dis t r ibut ion of relative level
and phase .

S y m m e t r i c Hav ing similar response character is t ics in
ei ther direct ion from a defined center l ine.

S y s t e m s (fills) The secondary sound sources for a g iven
signal channel . These are the less powerful subsys tems
and cover the l is tening areas not hand led by the mains . Al l
fill wi l l operate under lower priori ty s tatus to the mains .

S y s t e m s (mains ) The p r imary sound source for a g iven
signal channel . These are the mos t powerful subsys tems
and cover the largest percentage of the l is tening area. Al l
subsys tems wil l operate under lower priori ty status to the
mains .

T A N S T A A F L "There ain ' t no such thing as a free lunch ."
T h e concept , at t r ibuted to Rober t Heinle in , wh ich teaches
that no act ion or solut ion can occur in isolat ion wi thout
affecting some other act ion or solution.

Time b a n d w i d t h p roduc t (FFT) The relat ionship be tween
the length of the t ime record and the bandwid th . The
relat ionship is reciprocal , therefore the c o m b i n e d va lue is
a lways one. A short t ime record creates a w i d e bandwid th ,
whi le a long t ime record creates a na r row bandwid th .

T i m e record (FFT) (also cal led the t ime w i n d o w )
The per iod of t ime over wh ich a wave fo rm is sampled ,
expressed in ms. F F T l ines (bins) are the n u m b e r of s am-
ples (division operat ions) of the t ime record.

Tona l pe rcep t ion T h e subject ive character izat ion of the
spectral response of the signal. For s u m m e d signals , the
l i s tener ' s subject ive exper ience of the direct sound and
late arr ivals is as a single spectra l ly modif ied response.

Total h a r m o n i c d i s tor t ion ( T H D ) A measu re of the pres-
ence of ha rmon ics added to the original s ignal (the funda-
menta l ) by a par t icular device .

Transfe r func t ion A dual -channel sys tem of audio
measu remen t that compares one channe l (the reference)
to a second channe l (measurement ) . Transfer function
measu remen t i l lustrates the difference b e t w e e n the two
signals.

Trans fo rmer b a l a n c e d A ba lanced line connec t ion to or
from a pass ive ( t ransformer) input or output device .

Triage The s t ra tegy of pr ior i t iz ing choices in cases
where a single solut ion cannot p rovide equa l benefi t in
all c i rcumstances .

U n b a l a n c e d Single conduc tor audio t ransmiss ion
configurat ion sui table only for short dis tances due to its
lack of noise immuni ty .

U n c o u p l e d (arrays) S o u n d sources that are no t wi th in
close proximity, i.e. b e y o n d a s ingle wave leng th over a 
majori ty of the f requency range of the e lements .

U n i f o r m i t y T h e extent to w h i c h we can create a s imilar
exper ience for all l is teners in the hall .

U n i t y gain The condi t ion of an electronic device w h o s e
ratio of input to output is 1 (O dB) .

U n i t y sp l ay ang l e The splay angle b e t w e e n two speaker
e lements that wi l l p roduce m i n i m u m level var iance
be tween the on-axis points of the two e lements and the
spatial crossover.

Var i ab le acous t i cs An archi tectural des ign hav ing
adjustable acoust ical features wh ich can be changed to
suit different uses and sonic requirements .

Var ia t ion The inverse of uniformity. Pr incipal forms
of variat ion d iscussed here are level , spectral and r ipple
var iance .

Verif icat ion T h e process of sound sys tem test and mea -
surement focused upon checking that the sound sys tem
is correct ly instal led and fully operat ional . This process
prepares the sys t em for the final s tage of opt imizat ion:
calibration.

Vo l t age ga in T h e ratio of output vol tage to input vol tage
through a device . This can be descr ibed l inearly (2x, 4x) or
logar i thmical ly ( + 6 d B , + 1 2 d B , etc.) .
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Vol t / ohm me te r s ( V O M s ) An electronic test ins t rument
that provides AC and DC vol tage test ing, cont inui ty and
short-circuit detection.

W a v e l e n g t h The physical d is tance required to comple te
a cyc le whi le propagat ing through a par t icular m e d i u m .
Typical ly expressed in meters or feet.

W e i g h t i n g (averages) The extent to w h i c h an individual
data sample is g iven preference in the ave raged total. An
unwe igh ted averag ing s c he m e gives all samples equa l
statistical va lue , whi le we igh ted schemes gives cer ta in
samples a larger proport ion.

W e i g h t i n g ( f r equency r e sponse ) The extent to wh ich
individual spectral regions are g iven preference in the

averaged total level. An unwe igh ted frequency response
scheme gives all f requencies equal t reatment in the aver-
aged total.

W i n d o w func t ion (FFT) A form a wave fo rm shaping
of the t ime record that prevents odd mul t ip les of the
t ime record length distort ing the f requency response
calculat ion.

W r a p a r o u n d (phase) An artifact o f the display propert ies
of the F F T analyzer. T h e cycl ical nature of phase requires
the display to recycle the phase va lues such that 0 degrees
and 360 degrees occupy the same vert ical scale locat ion.
T h e wrapa round occurs a t the edges of the rectangular
display of the circular function.
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I n d e x

Italic page numbers refer to illustrations

%ALCONS see Percentage of articulation
loss of consonants

"Ab" weighting, 52
1 watt /1 meter, 50-1
2-D drawings, 207-12, 208, 213, 230
3-D drawings, 208, 208-11, 213, 219, 230

Absorption:
acoustic modeling, 224, 225-6, 229
acoustic treatment, 319, 452-3 ,453
audience presence, 475-6
calibration procedure, 452-3, 453 
coefficient, 225-6, 226
speaker/room summation, 147-9, 148, 

149
specifications for performance space,

203, 204
uncoupled inward angled surface, 147

Absorption coefficient, 225-6, 226
AC see Alternating current
Access points, 403, 404, 428-30 ,429 ,431
Accumulated averages, 371, 371 
Acoustic decibels (dB SPL), 14-15
Acoustic evaluation, 183-205, 452-3
Acoustic modeling, 212-30
Acoustic partitions, 193-4
Acoustic power, 44-5

Acoustic pressure see dB SPL
Acoustic transmission, 3, 3, 44-9 , 45

environmental effects, 46-7, 47, 48
latency, 19
loudspeakers, 47-59
pressurization and rarefaction, 4 
unitless decibels, 15
wavelength, 5-8

Acoustic treatment:
analyzer type, 398
calibration procedure, 452-3, 453, 467
measurement microphone placement,

442
specification, 319

Acoustic triage, 320, 321-2, 427,428
Acoustical crossovers, 61, 87-112

amplifier voltage gain, 38
classification, 88-9
crossover asymmetry, 98-101, 98-9, 

108-11, 108-11 
crossover audibility, 95, 98, 111-12,143
crossover classes, 89-93, 89, 108-11
crossover progressions, 87-8, 88
definition, 87
delay lines, 22
frequency, 93
frequency dividers, 26-7

level setting, 50
loudspeaker specifications, 48
speaker/room summation, 140-9

Acoustics:
architecture, 191-205
natural vs. amplified transmission,

183-6
specification, 317-18

Active balanced line, 33, 34
Active line level devices, 20
Active speakers, 31-2
AES see Audio Engineering Society
A E S / E B U (AES3), 43-4
Ahnert, Dr Wolfgang, 213
Air pressure, acoustic decibels, 14
"All-in-one" box, 233
All-pass filters, 27
Alternating current (AC), 4, 13
Ambient noise floor, 14
Amplified sound, 183-5

detection, 176-8
emission model, 185-6
evaluation of musical-acoustic quality,

193-8, 195-6 
hybrid transmission, 198-9
reception model, 185-6
room specifications, 202-5
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Amplified sound (contd) 
transmission model, 185-6
transmission path, 186-90, 187-8, 190 

Amplified sound detection, 176-8
Amplifier voltage gain, 38, 39
Amplifiers, 35-40

active speakers, 31-2
level controls, 40
limiters, 28, 29-30, 29-30
polarity, 37
power and impedance, 36
sensitivity, 38, 39
speaker cables, 40-2
specifications, 36
verification access, 404 
voltage gain, 38, 38-40, 39
voltage level reference chart, 12

Amplitude:
decibels, 10-16
definition, 4 
Fourier transform, 363
graphic equalizers, 23
parametric filters, 22
shelving filters, 23, 26
summation, 64-6
terminology chart, 8 
transfer function measurement, 376-7
waveforms, 9,10,10

Amplitude response, 17-18 ,18
active speakers, 31
complementary phase equalization, 24
line level devices, 21
verification procedure, 415-17, 416 

Amplitude thresholding, 372
Analog electrical transmission, 19-42, 19
Analysis systems, 399-400
Analyzers:

analysis systems, 399-400
calibration access points, 430-2
complex, 362-97
echo perception zone, 169, 169 
listening, 474
mic/mic summation, 477
real-time, 360-2
self-verification, 402
spatial perception zone, 169, 169 

tonal perception zone, 169, 169 
see also FFT analyzers

Anarchy model, 426
Angular resolution, 213, 214, 215-18,

218-19, 227
Architectural acoustics, 191-205
Array theory, 79
Arrays:

acoustic modeling, 217, 219, 229-30
acoustical crossover progressions, 88
calibration strategies reference, 469-71 
coupled, 113, 115-25
design procedures, 331-43
history of, 232-4
loudspeaker sensitivity, 50-1
measurement microphone position

strategies, 447-51, 448, 450 
minimum level variance, 253-65
minimum spectral variance, 265,

268-303
minimum variance menu, 310-13, 322
monoaural systems, 322
order of calibration operations, 467
power vs. variance, 310
program material, 317
refraction, 221
ripple variance progression, 240
room shape, 242-7
scaling, 330-1
spatial acoustic crossovers, 102
speaker position adjustment, 456-8
specification, 318
spectral variance, 237
subsystem types, 325-30
summation, 112-39
types, 112-15, 224
uncoupled, 113, 224, 125-39
variation, 232-4
see also Hybrid line/point source

arrays; Line arrays; Point
destination arrays; Point source
arrays

Aspect ratio:
balconies, 348-50
minimum level variance, 242-65
minimum spectral variance, 265-74

Audience:
calibration, 441
listening position height, 443
ongoing optimization, 475-6

Audio analyzer, 355-6
Audio Engineering Society (AES),

amplifier polarity, 38
Auditory localization, 153-64
Aural compression, 152
Aural harmonics, 151
Averaging, 370-2

coherence, 387-8, 391
spatial, 432-8, 435 

Balance, 192, 194, 296
Balanced lines:

line level devices, 21, 22, 32-5
power amplifiers, 38
verification access, 404 

Balconies, 346-50, 347, 349-50 
evaluation, 202
multiple main systems, 325, 326
specifications for performance space,

205
see also Over-balcony delays; Under-

balcony delays
Balcony bars, 348
Band limiters, 419
Band pass filter, 24
Banded SPL measurements, 15
Bandwidth:

acoustic modeling programs, 215
conversion to Q, 24
digital audio transmission, 43
equalization filters, 24-6
fast Fourier transform, 363
FFT analyzers, 364, 365, 367
graphic equalizers, 23
parametric filters, 22-3 , 23
shelving filters, 26
specification goals, 315
tonal perception, 166-7

Bathroom plan, 208
Beam concentration, 265-7, 275

coupled line source arrays, 268, 276-9,
281
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coupled point source arrays, 271—4,
285-6, 291

hybrid coupled line/point source
array, 292

Beam pass-through, 265
asymmetric uncoupled line source, 297
coupled line source array, 276
coupled point source arrays, 273

Beam spreading, 265-7, 275
coupled point source arrays, 271—4,

282-3, 282-3, 284-5, 287
hybrid coupled line/point source

array, 292
uncoupled line source, 297

Beamwidth:
frequency, 56-7, 57
loudspeaker specifications, 48
minimum spectral variance, 265-74,

266
power, 330-1
speaker order, 105, 309-10
subwoofer arrays, 306

Beat frequencies, 151
Beranek, Leo, 191-2, 195-6 
Berkow, Sam, 201
Binaural localization, 157-64, 169-75
Bit resolution, 43
Blend, 192, 194,196
Boost, 23, 24, 26
Boundary interaction, 55
Brilliance, 192, 194,195
Budget, specification, 318, 319
BW see Bandwidth

"C" weighting, 52
Cable impedance, 32
Cables see Interconnection
Calculated semi-anechoic response

analyzers, 397-9
Calibration, 424-80

access points, 428-30, 429, 431 
approaches, 426-7
context, 438-41, 439-40 
definition, 424-6
finishing, 473-4
ongoing optimization, 474-80

order of operations, 467-73, 468-73 
oscilloscope, 360
post-calibration verification, 421-3,

421-2
procedures, 452-67
spatial averaging, 432-8, 435 
strategies reference, 468-71 
subdivision, 428-30
techniques, 426
test reference, 430 
verification, 401, 402-3, 423

Cancellation, 55, 64
polarity, 19
tonal perception, 166-7

Cancellation zones, 71, 72
crossover classes, 92
crossover progressions, 88
filter order, 94
triangulation, 81

Capacitance, 32
Capacitive reactance, 16
Capitalism model, 427
Causal noise, coherence, 388, 389-91,

390
Ceilings, 203, 205 ,207-8 , 209
Center clusters, 322, 458
Center frequency, 22, 23, 24
Channels:

multichannel sound, 350-2
program material, 317
signal-processing, 319
specification, 316
stereo systems, 321-2
surround systems, 323
system types, 320-5

Characterizing summation, 226-8
Clarity:

specification goals, 315
see also Definition

Clark, Dave, 201
CLF see Common loudspeaker format
Clients, specifications, 314-15
Clipping:

amplified sound detection, 176
amplifier voltage gain, 38
dB SPL continuous, 52

human perception of loudness, 152
limiters, 28, 29
maximum input/output capability, 410

Coherence:
causal noise, 388, 389-91, 390 
definition, 387-9
goals of calibration, 425
non-causal noise, 388, 389-90,392
stage leakage, 477
transfer function measurement,

386-91, 388 
Comb filtering, 78-9 , 78-9 

coherence, 389
coupled line source, 115, 116-18 
crossover audibility, 95
mic/mic summation, 477
tonal, spatial and echo perception, 165,

166, 167-8
uncoupled point destination, 135-8

Combing zones, 71, 72, 74-5, 77
acoustic modeling programs, 215, 217, 

218
crossover progressions, 88
filter order, 94
spatial acoustic crossovers, 103
triangulation, 81

Combining zones, 71, 72, 76-7
acoustical crossover progressions, 88
filter order, 94
spatial acoustic crossovers, 103
triangulation, 81, 82
unity crossover, 92

Common loudspeaker format (CLF),
218-20

Common (shield), 33, 35, 35
Common-mode rejection, 33
Compensation delay, 387, 387 
Complementary phase equalization, 24
Composite coupled point source:

balconies, 349-50 
design procedures, 337-41, 339-40 

Compression:
amplified sound detection, 176
human perception of loudness, 152
verification procedure, 418-19

Compromise, 319-20
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Computer-aided design (CAD) programs,
207, 208

Conductors, balanced lines, 33
Cone drivers, 55
Constant percentage bandwidth, 363-4
Constant Q transform, 364, 367-8, 369 
Corner frequency, 23, 26-7, 43
Coupled speaker arrays see Arrays; Arrays,

coupled; Line source arrays; Line
source arrays, coupled; Point
destination arrays; Point destina-
tion arrays, coupled; Point source
arrays; Point source arrays,
coupled

Coupling zones, 71, 72, 73-7 
coupled line source, 116-18, 117
crossover asymmetry, 98
crossover classes, 89, 89-92 
crossover progressions, 88
filter order, 94

spatial acoustic crossovers, 102
triangulation, 81, 82
wavelength displacement, 84

Coverage angle, 55, 56, 57-9 , 58
acoustic modeling programs, 218
coupled point source, 120, 257-60, 257,

259, 283
hybrid coupled line/point source array,

293
line source arrays, 257
maximum acceptable level variance,

249-52
minimum level variance, 242-9, 243,

247, 283
minimum spectral variance, 266

Coverage bow, 243, 244, 245, 247, 278, 279
Coverage patterns, 55-9

acoustic modeling programs, 214
asymmetric, 57-9
loudspeaker specifications, 48
minimum level variance, 242-7, 243, 245
proximity ratio, 246-7
room shape, 242-7
spatial crossovers, 103-11, 106-8 
summation zones geometry, 83
variation, 234

Coverage shapes:
asymmetric, 243-4, 245, 334-7, 335-7 
minimum variance, 310
scaling, 331
specification, 317

Crest factor, 8, 13-14, 151-2
Critical bandwidth, 166-7
Cross section, 207, 208, 209-12, 209-22
Crossover audibility, 95, 98, 111-12,143
Crossover classes, 89-93, 89, 113,115

coupled arrays, 115, 226, 120-2, 222
crossover assymetry, 108-11, 108-11 
uncoupled arrays, 125-7, 227, 132,

133, 142
Crossover range, 94, 103-11
Crossover slope, 90, 142
Crossovers see Acoustical crossovers;

Spectral dividers
Current, 16-17, 35
Cut, 23, 24, 26
Cycle, 4, 8 

dB see also Decibels
dB SPL, 14-15, 45

human perception of loudness, 151-2
log formulas, 11
operating levels, 25
reflections, 45-6
sound level meters, 360
subunits, 14-15

dB SPL continuous, 14-15, 52, 151-2
dB SPL peak (dB SPLpk), 14, 52, 151-2
DB SPL/volt , 51
dB S P L p k see dB SPL peak
dBu, 11-12
dBV, 11-13
dBVp-p, 13
dBVpk, 13

dbVRMS, 13
DC see Direct current
Decay character, 394
Decibels, 10-16

ratio reference, 22
see also dB

Dedicated speaker controllers, 30 -1 ,
31,38

Definition (clarity), 192, 194, 295
Delay lines:

active speakers, 31
analog transmission, 22
verification access, 404 

Delay panning, 160-2
Delay setting:

calibration procedure, 463-7, 464-6 
digital audio transmission, 43
measurement microphone placement,

441, 442
Delay systems, 324-5

all-pass filters, 27
balconies, 346-50, 347, 349 
delay setting, 463-7, 464-6 
horizontal localization, 158-64, 158-63 
level setting, 454 
line level devices, 20
ongoing optimization, 479
relative phase cycle, 69-70, 69
subsystem combinations, 328-30, 329 
temperature and humidity, 476
verification access, 404 

Democracy model, 427, 467
Design:

arrays, 331-43
prediction, 206-31

Deviation, 370
DI see Directivity index
Diagonal plane, 343-6, 344-5 
Differential inputs, 21, 33
Diffraction, 223-4, 225
Diffusion, 192, 194, 295

acoustic modeling programs, 223, 224 
specifications for performance space,

203
Digital audio transmission, 8, 19, 42-4
Digital signal processors (DSPs), 30 -1 , 38
Direct current (DC), 4, 16
Direct sound:

acoustic modeling programs, 220-1
loudness of, 192, 194, 295

Directionality:
dual perspective, 178
microphone reception, 179-80
spatial acoustic crossovers, 102-8
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speaker order, 103-8
triangulation, 79

Directivity, 54-9
Directivity factor (Q), 56-7
Directivity index (DI), 56, 58
Displacement effects:

coupled line source, 115,116
speaker/room summation, 141
uncoupled line source, 127,127
uncoupled point destination, 134 
uncoupled point source, 132 

Distance, acoustic transmission loss,
46, 47 

Distance divergence, 209, 209
Distortion:

amplified sound detection, 176,178
digital audio transmission, 44
linear operating area, 12

Downfill subsystems, 328, 330
Drawings, 207-12
Driver displacement, 95
DSPs see Digital signal processors
Dual perspective, 177-8
Dual-channel analyzers see FFT

analyzers, dual-channel
Duplicate entry summation, 186-90,

190, 475
Duration, 151
Dynamic range:

attribute of musical-acoustic quality,
192,196

digital audio transmission, 43
human perception, 14 ,151 ,152
limiters, 28-9
variation, 235
verification procedure, 412, 412 

Dynes per square centimeter, 14

Ear, 150, 151-64
Early arrivals, coherence, 390-1
EASE™, 213
Echoes:

coherence, 390-1 , 390 
evaluation of musical-acoustic quality,

192, 194, 196 
horizontal localization, 160

impulse response, 393, 395
perception, 164-9 ,175
speaker directivity, 54
speaker/room summation, 143

Effects systems, 320
Electromagnetic interference, 33
Electronic crossovers see Spectral

dividers
Electronic decibels (dBV and dBu),

11-13
Electronic transmission:

analog, 19-42, 19
digital, 42-4
electronic decibels, 11-13
latency, 19
power, 16-17
summation, 63-4
unitless decibels, 15
voltage, 4 

Elevation, 207
Emission, natural vs. amplified sound,

185-6
End-fire subwoofer arrays, 304-5, 304, 

309
Ensemble, 192, 194, 196, 198
Envelope, 165-7, 166 
Environmental effects:

acoustic modeling programs, 220-1
acoustic transmission loss, 46-7, 47, 48
speaker/room summation, 147-9, 149 
speaker/speaker summation, 138, 140 
see also Humidity; Temperature

Equal level contours, 56, 56, 58-9 , 58-9 
acoustic modeling programs, 214
coverage bow method, 244
forward aspect ratio, 246
minimum level variance, 243-4, 243, 

245, 247 
summation zones geometry, 81-4, 83

Equal loudness contours, 152-3, 153 
Equalization:

active speakers, 31
analyzer type, 398-9
calibration procedure, 458-63, 461-3 
dedicated speaker controllers, 30
digital audio transmission, 43

equal loudness contours, 152-3
evaluation of musical-acoustic

quality, 194
measurement microphone placement,

441, 442, 447-9
order of calibration operations, 467
real-time analyzers (RTA), 361
spatial averaging, 434-8
spectral tilt, 238
subsystems, 324-5
tonal, spatial and echo perception,

165, 167-8
Equalizers:

analog transmission, 22-6
line level devices, 20
phase delay, 382, 383 
verification access, 404 

Ethics, calibration, 426-7
Evaluation, 183-205, 452-3, 453 
Examination, 355-400
Excel, log formula reference, 11
Excursion, current, 35
Exponential averaging, 371

False sonic perspective, 176-7, 239, 323
FAR see Forward aspect ratio
Fast Fourier transform (FFT), 363-4
Feedback, 186-7, 199,478, 478 
FFT analyzers, 363-97

comparison to RTA, 360-1
dual-channel, 374-97

calibration, 424-80
calibration test reference, 430 
ongoing optimization, 474-80
post-calibration, 421-3, 422
test reference, 403 
verification, 403, 405 
verification procedures, 403-21
window functions, 369

feedback, 478
microphones in motion spatial

averaging, 433
single-channel, 372-4, 373-4 
THD + n testing, 408-9

FFT lines, 363
FIFO see First in, first out



498

I n d e x

Fill systems:
balconies, 348
design procedure, 242-3
proximity ratio, 246-7
room shape, 202
see also Downfill; Frontfill; Infill; Sidefill

Filters:
crossover asymmetry, 98, 98
crossover audibility, 95
crossover classes, 92
crossover range, 94
equalizers, 22-6
frequency dividers, 26-7
order, 94
phase response, 17-18
summation zones, 75-7
topology, 94-5

First in, first out (FIFO) averaging, 371, 372
Fixed points per octave (PPO) (constant Q)

transform, 364, 367-8, 369, 390-1
Flanging, 221
Flat phase response, 17-18
Floor:

drawings, 207
measurement microphones placement,

443-5, 444 
specifications for performance space,

204
Forward aspect ratio (FAR), 244-6

coupled line source, 255-7
coupled point source, 258, 332-3, 332 
minimum level variance, 247, 247-9,

248-9
reference chart, 245
uncoupled line source, 260-3, 263-4

Forward extension, 236, 236
Fourier transform, 363
Free field, sound pressure level, 45-6
Freedom from echo, 192 ,194 ,196
Freedom from noise, 192 ,194 ,196
Frequency:

acoustic transmission loss, 46-7
amplitude response, 17
banded SPL measurements, 15
beamwidth, 56-7, 57
coverage pattern, 55

definition, 4 
echo perception, 165
impedance, 16-17
latency, 19
source matching, 61-2
spectral dividers, 26-7
terminology chart, 8 
time, 4-5 , 5 
waveform, 8-10, 9 
wavelength, 5-8, 6 
wavelength displacement, 84, 85-6 

Frequency dividers see Spectral dividers
Frequency effects:

coupled line source, 115-20,116-18
coupled point source, 121 
uncoupled line source, 127, 227
uncoupled point destination, 234

Frequency range:
loudspeakers, 52-4 , 54
program material, 317

Frequency resolution:
acoustic modeling programs, 213,

214-15, 225-27 ,219-20 , 226
FFT analyzers, 364-5, 364, 366-7, 367 

Frequency response, 17-19
acoustic modeling programs, 221, 222-5 
coloration, 176
dedicated speaker controllers, 32
equal loundess contours, 152-3
equalizers, 23-4
impulse response, 391-3
loudspeaker specifications, 48
measurement microphone placement,

441
minimum spectral variance, 265-303
ongoing optimization, 479
phase delay, 70
ripple variance, 240-2, 240
speaker order, 105-8 ,105, 206-8
spectral variance, 235, 237-40
transfer function measurement, 376-86
verification procedure, 415-17, 426

Front to back ratio, 56
Front/back localization, 157
Frontfill systems, 193-4, 328, 329

delay setting, 466-7

measurement microphone position
strategies, 451

speaker position adjustment, 458
specifications for performance space,

204
Full-range speakers, 53, 54, 96-8
Full-scale digital, 43
Fundamental, 408

Gain:
balanced lines, 33
decibels, 10
level-setting devices, 22
limiters, 28, 29
line level devices, 22
line loss, 32
pseudo-unity gain, 410-11
unitless decibels, 15-16
verification procedure, 410-11

Gap area, 127, 227
Gap class crossovers, 88 -9 ,103 ,113 ,125 ,

128-30
Giddings, Phil, 32
"Goldilocks" approach, 330
Graphic equalizers, 23
Grateful Dead, 351
Gray, John, 183
Ground loops, 33, 34
Ground plane mic placement, 444-5, 444 
Ground stacked speakers, speaker/room

summation, 143,144

Haas effect, 464-5
Haas, Helmut, 161-2
Half-space loading, 52 ,143 ,144
Harmonic distortion, 176

see also Total harmonic distortion
Head-related transfer function (HRTF),

155-7, 256-7 ,162-4 , 263
Headroom, 14, 40
Hearing damage, 14
Heinlein, Robert, 319
Helmholtz resonators, 225
Heyser, Richard, 397
High-pass filters, 31, 32, 32
Hilbert transform, 395
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Hiss, 407, 407 
Horizontal localization, 155,157-64,

158-63
HRTF see Head-related transfer function
Hum:

coherence, 390
FFT analyzers, 366, 372-3
line level devices, 21
verification procedure, 407, 407 
window functions, 369

Human perception, 150-1
amplified sound detection, 176-8
artificial reverberation, 199
dB SPL continuous, 15
dynamic range, 14 ,15
echo, 167-8
evaluation of concert halls, 191-2,

195-6
frequency, 17
"line of sound", 202
linear operating range, 14
localization, 153-64
loudness, 151-3
pitch sensing, 62-3
spatial, 168-9
tonal, 164-9

Humidity:
acoustic transmission, 46-7, 48
measurement, 358
ongoing optimization, 475, 476

Hybrid line/point source arrays ("J"
arrays), 233, 234, 256-7, 291-4,
292-5

Hybrid transmission, 198-9
Hygrometer, 358, 403, 430 

ILD see Inter-aural level difference
Immediacy of response, 192,194,196
Impedance, 16-17

amplifiers, 36, 37
analog transmission, 20
digital audio transmission, 44
interconnection, 32
line level devices, 21
speaker cables, 40-2

Impedance economics, 36, 40-2

Impedance testers, 359-60 ,403 ,430
Impulse response:

analysis systems, 400
delay setting, 465-6
maximum length sequence sound

analyzer, 398
transfer function measurement, 391-5,

396
"In phase", 67
"In the round", 325-7
Inclinometers, 356, 356, 403, 430
Inductance, 32
Inductive reactance, 16
Infill subsystems, 327, 328
Intelligibility, 235
Inter-aural level difference (ILD), 158,170
Inter-aural time difference (ITD), 158,171
Interconnection, 32-5 , 40—4
Intermodulation distortion, 176
Interpolation, 214
Interrupts, 431
Intimacy, 192 ,194 ,195,198
Inverse square law, 45-6 , 46

calibration, 438
loudspeaker sensitivity, 50
maximum SPL, 52
standard level variance progressions,

236, 236
Inverted stack subwoofer arrays, 305-6,

305
Isobaric contours, 56, 56
Isolation zones, 71-3 , 72, 75-7

crossover progressions, 88, 88
filter order, 94
spatial acoustic crossovers, 102-3
triangulation, 81, 82
uncoupled point destination, 136-7
unity crossover, 92

ITD see Inter-aural time difference

" J " arrays see Hybrid line/point source
arrays

Laser pointers, 357-8, 358,403,430, 430 
Late arrivals:

coherence, 390-1

see also Echoes
Latency, 19

delay lines, 22
digital audio transmission, 43, 44
line level devices, 21
verification procedure, 412-14, 413 

Lateral extension, 236, 236, 237
Layering, minimum level variance, 260
Level:

active speakers, 31
amplifiers, 40
analog transmission, 20
decibels, 10-17
equal loudness contours, 152-3
human perception of loudness,

151-2
multiple input summation, 66
program material, 317
relative phase cycle, 66-7, 67, 68
ripple variance, 70-86
subsystems, 324-5
summation, 65-6, 65, 66
voltage level reference chart, 12
see also Relative level

Level effects:
asymmetric coupled line source, 280-1,

281
asymmetric coupled point source, 281,

284-90 ,285, 289-90 
hybrid coupled line/point source

array, 292
uncoupled line source, 296-9, 296, 

297-300
Level loss:

coverage patterns, 55-7
polar patterns, 55-6 , 56

Level offset:
asymmetric uncoupled line source,

261-3, 262
crossover asymmetry, 108-11,109-10
localization, 154 ,154 ,155 ,158-64 ,

158-63
stereo perception, 170-5 ,172-5
triangulation, 80-2, 80
vertical localization, 157

Level panning, 160-4
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I n d e x

Level setting:
calibration procedure, 453-5, 454
crossover asymmetry, 98-101, 99
dedicated speaker controllers, 30
digital audio transmission, 43
measurement microphone placement,

441
order of calibration operations, 467

Level tapering:
composite coupled point source, 339
coupled line source arrays, 280-1 , 282
coupled point source, 284-90, 285-6,

288-9, 333
hybrid coupled line/point source array,

294, 295 
incremental, 339
power vs. variance, 310
subwoofer arrays, 307

Level variance, 235, 247-65
asymmetric coupled point source

arrays, 285
measurement microphone placement,

441
speaker position adjustment, 455
standard progressions, 236-7, 236

Level-setting devices, 22, 30
Limiters, 28-30

active speakers, 31-2
amplified sound detection, 176
amplifier voltage gain, 38, 40
dB SPL continuous, 52
dedicated speaker controllers, 30
human perception of loudness, 152
verification, 419

Line level, 3, 3, 12, 20
Line level devices, 20-35, 20, 22, 404
Line loss, 32, 40-2 , 41
Line source arrays:

coupled, 114 ,115-20
crossover classes, 115, 116
line length, 275-6
measurement microphone position,

447, 448 
minimum level variance, 253-7, 254-5 
minimum spectral variance, 239, 268,

269,275-81

pyramid effect, 119-20, 229-22, 275-9,
280,281

subwoofers, 306-8, 307, 309
summation zones, 115-20, 226

history, 233-4
uncoupled, 127-30, 227-32

design procedure, 341-2, 342
measurement microphone position,

449-50, 450
minimum level variance, 256-7, 256,

260-3, 260, 262-4 
minimum spectral variance, 239,

294-303, 296-300 
minimum variance menu, 312-13, 322
multiple main systems, 327
surround systems, 322, 323-4

see also Hybrid line/point source
arrays

Line testing, 359
Linear frequency axis, 365-6, 365
Linear operating range, 12,14
Linear voltage gain, 38
Listen box, 359, 359, 430
Listening, 473-4
Liveness, 192 ,194,195
Localization:

human perception, 153-64
stereo, 169-75

Log formulas, decibels, 11, 22
Log frequency axis, 365, 365
Log voltage gain, 38
Longitudinal section, 207, 208, 209 
Longitudinal view, 209-12, 209-22
Loss:

environmental effects, 46-7, 47, 48
sound pressure level, 45-6 , 46
speaker cables, 32, 40-2, 42
standard level variance progressions,

236, 236
Lottery model, 427
Loudness, 151-3

evaluation of concert halls, 192, 194, 195
specification goals, 315

Loudspeakers:
acoustic modeling, 213-20, 229-30
acoustic power, 45

acoustic transmission, 47-59
active speakers, 31-2
array types, 318
cables, 40-2
calibration, 429-30, 440, 441-2, 453,

455-8
coverage patterns, 55-7
current, 35
dedicated speaker controllers, 30-1
directivity, 54-9
drawings, 209-12, 209-22
equalization, 458-63
evaluation of musical-acoustic quality,

193
hidden, 204
interaction, 55
interconnection, 40-2
limiters, 28-9 , 29, 30
locations, 318
maximum input/output capability,

5 1 - 2 , 5 3 , 4 0 9 - 1 0
measurement microphone placement,

441-52, 445-8, 450-2 
models, 318
muting control, 430, 431
order:

acoustic modeling programs, 214-15,
225-26, 218

beamwidth, 309-10
classification, 105-8, 205-8
common loudspeaker format, 219
coupled line source, 115-17,116-18,

268, 269, 275-6, 276
coupled point source, 222, 122-5,

270-4, 281, 283, 284, 287-90
crossover asymmetry, 108, 220
crossover audibility, 111
crossover classes, 115
minimum level variance, 253-4, 254 
minimum spectral variance, 265-74
overlapping for power, 331
spatial acoustic crossovers, 103-8,

105-8
spectral variance, 237
uncoupled line source, 127-30, 227,

296-9, 298
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uncoupled point destination, 134, 
135-8 ,137

uncoupled point source, 132-3,
132-3

phase delay, 382,384, 385 
phase response, 18 -19 ,18
placement in respect to microphones,

316-17
poor positions, 315
pressurization and rarefaction, 4 
quantities, 318-19
quantity

coupled line source, 268, 269, 275-80,
277-80, 277-8 

coupled point source, 270-4, 270-4,
281

room shape, 242-7
sensitivity, 50 -1 , 50
spacing

crossover assymetry, 108, 111 
crossover audibility, 112
point destination, 301, 302
uncoupled line source, 130 ,131,

296-9, 296-300 
uncoupled point source, 300 

speaker/room summation, 140-9
specification, 47-8 , 204, 316, 318-19
standard level variance progressions,

236-7, 236
subsystems, 324
triangulation, 79-84
variance, 242-7
verification, 404, 415, 417, 418

Low-pass filters, 31, 31,32,383,384

Magnitude see Amplitude
Main systems, 320, 325-7, 326 

balconies, 346-8, 347 
design, 331-43
multiple, 325-7, 326
scaling for power, 330
speaker position adjustment, 458
subsystem combinations, 327-9

MAPP Online, 214, 220, 230-1
Mathematical trace averaging, 434-5,

436

Maximum acceptable level variance,
249-52, 251

Maximum acceptable variance, 243
Maximum input/output ( I /O)

capability, verification procedure,
409-12, 411 

Maximum length sequence sound
analyzer (MLSSA), 398

Measurement:
acoustic modeling programs, 221,

222-5, 228 
averaging, 370-2
monitoring, 44
prediction, 206
tools, 355-97
transfer function, 374-97, 375 

Mechanical overload, 28-30
Media:

acoustic transmission loss, 45-7
definition, 4 
digital audio transmission, 42
transmission, 4 
waveform, 8 
wavelength, 5-6

Microbars, 14
Micropascals, 14
Microphone calibrators, 402, 403 
Microphone level, 12, 20
Microphone multiplexing, 433-4, 435 
Microphones:

amplified transmission, 185
cardioid, 157,179-80
duplicate entry summation, 185-90,

190, 477-8
front/back localization, 157
match verification, 419-20, 419 
measurement, 432

calibration access points, 432
calibration strategies, 468 
context, 438-41
listening position height, 443-5, 444 
ongoing optimization, 479-80
orientation angle, 443
placement, 441-52
reception, 179-80
response verification, 420-1 , 420

self-verification, 402
spatial averaging, 433-4, 435 
strategies, 445-52, 445-8, 450-2 
verification, 405-6, 419-21, 419 

omnidirectional, 157,179-80
re-entry summation (feedback),

186-90,190
reception, 178-80
sensitivity, 49-50
speaker placement, 316-17

Microphones in motion, 433, 435 
Mid-bass systems, 53-4, 54
Minimum phase, 24
Minimum variance:

calibration, 425, 426, 428
level, 242-65, 315
menu, 310-13, 311-12 
ripple, 303-9, 315
specification, 320
spectral, 265-303, 315

Mix consoles:
evaluation, 194
latency, 19
limiters, 28
multichannel sound, 351-2
verification access, 404 

Mix position:
anarchy model, 426
monarchy model, 427
ongoing optimization, 479-80
specifications for performance

space, 204
MLSSA see Maximum length sequence

sound analyzer
Modeling programs, 212-28
Monarchy model, 427
monitors, re-entry summation, 190,190
Monoaural systems, system types, 321,

321, 325
Multichannel sound, 350 -2 ,478 -9 ,480
Multiplexing, microphones, 433-4, 435 
Multiway arrays, 91

crossover overlap, 108-11,112
dual perspective, 178

Music:
acousticians and sound engineers, 201
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Music: (contd) 
crest factor, 151
dB SPL operating levels, 15

tonal, spatial and echo perception, 164
Musical theater, 176,198-9 , 202

Natural sound, 183-92 ,195-6 ,198-9
Negative feedback limiters, 29-30, 30
Networks, 44
Noise:

ambient noise floor, 14
amplifier level controls, 40
amplitude thresholding, 372
audience presence, 476
balanced lines, 32-3
calculated semi-anechoic response

analyzers, 397
coherence, 388, 389-90
digital audio transmission, 42
evaluation of musical-acoustic quality,

192 ,194 ,196
field conditions, 399 
human perception, 151
line level devices, 21
linear operating area, 12
loudspeaker specifications, 47-8
pseudo-unity gain, 33
signal averaging, 370
single-channel analyzers, 372-3
THD + n testing, 408, 409 
transfer function measurement, 375,

376, 388,389-90
verification procedure, 406-8
window functions, 369

Noise floor, 14
dB SPL operating levels, 15
FFT analyzers, 366
human perception, 151
pseudo-unity gain, 33
single-channel analyzers, 372-3
verification procedure, 407, 407 

Noise over frequency, 406-8, 407 
Non-causal noise, coherence, 388, 389-91,

392
Notch filters, 24

Nyquist frequency, 363

OFFAX microphone position, 442, 446
coupled arrays, 448, 449
single speakers, 446-7, 446-7 
speaker position adjustment, 455-7
SYM positions, 443
uncoupled arrays, 449-51, 450 

Olson, Harry, 305
ONAX microphone position, 442

acoustic evaluation, 453
coupled arrays, 447-9, 448 
delay setting, 466
equalization, 460-3, 461-3 
level setting, 454
microphone position strategies, 446
ongoing optimization, 479
single speakers, 446-7, 446-7 
speaker position adjustment, 455-7
SYM positions, 443
uncoupled arrays, 449-51, 450 

Ongoing optimization, 474-80
Optical trace averaging, 435-7, 436
Origami angle finder, 356-7, 357, 403, 430 
Orthogonal views, 208, 208, 209-11 
Oscilloscope, 360 ,408 ,430
"Out of phase", 67
Over-balcony delays, 325, 326, 346-50,

347, 349
Overlap class crossovers, 88-9 , 89

coupled line source, 115
crossover progressions, 88
multiway arrays, 92 ,108-11,112
power, 330-1
spatial crossovers, 103 ,103,104
spectral crossovers, 95-8
uncoupled arrays, 125 ,127,127,128

Overload, 28-30, 47 -8 ,152 ,176

Pain threshold, 14 ,15
Pan pot, 170,170
Panning, 160 -4 ,170 -1 ,170 ,172 -5
Panoramic effect, 160,169-75
Panoramic field, 170-1 ,170 ,172-5
Parade routes, 326, 327

Parallel pyramid:
coupled line source, 119-20 ,119-21 ,

275-9, 280, 281
coupled point source, 273
hybrid coupled line/point source array,

293
subwoofer coupled line source arrays,

306
uncoupled line source, 128-30

Parallel surface, 143,144
Parametric filters, 22-6, 25, 382, 383 
Passive line level devices, 20
Patch bays, 431
Peak limiters, 28, 30, 52,152
Peak voltage (V p k ) , 13 ,13
Peak-to-peak voltage (Vp-p), 13 ,13
Peak-to-RMS ratio, 13-14
Percentage of articulation loss of

consonants (%ALCONS), 151
Percentage bandwidth, fast Fourier

transform, 363
Perception see Human perception
Period see Time period
Perspective see Sonic perspective
Phase:

all-pass filters, 27
dedicated speaker controllers, 30
definition, 4 
delay lines, 22
Fourier transform, 363
polarity tester, 359
real-time analyzers, 361
spectral dividers, 27
summation, 64-5, 65, 66-70
terminology chart, 8 
transfer function measurement, 377-86
unity crossover, 92
waveform, 8-10, 9 
wraparound, 378-80, 379 
see also Relative phase

Phase cycle, 66-7, 67-8, 87-8
Phase delay:

crossover classes, 92-3
impulse response, 395
relative phase cycle, 69-70
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transfer function measurement, 380-6,
382

Phase popper see Polarity tester
Phase response, 17-19 ,18

acoustic modeling programs, 213, 218,
227, 228, 230

acoustical crossovers, 87
active speakers, 31
complementary phase equalization, 24
crossover level asymmetry, 100
dedicated speaker controllers, 31
line level devices, 21
single-channel analyzers, 373
verification procedure, 416, 417-18, 418 

Phase shift, 43, 78-9
Phase slope, 69, 378, 380-6, 381, 383 
Phase-aligned crossover, 102
Phons, 152
Pink noise, 151, 239, 375
Pink shift, 238-9, 239-40, 246-7, 278-9,

323
Pistonphone, 49-50
Pitch, 5, 62-3 ,150
Plan views, 207, 208-11, 209-12
Point destination arrays:

coupled, 113,114,115, 479
infill subsystems, 327
uncoupled, 133-8

design procedure, 342-3
measurement microphone

placement, 451 
minimum level variance, 263-5, 264
minimum spectral variance, 301-3,

302-3
summation zones, 134-9 

Point source arrays:
coupled, 114,120-5

asymmetric, 258-60, 259 
asymmetric-composite, 337-41,

339-40
design procedure, 331-2, 332, 333-7,

334
diagonal plane, 344-5
history, 233
line length, 288, 290-1 , 291

main systems, 331-2
measurement microphone

placement, 447-9, 448 
minimum level variance, 257-60,

257, 258, 259
minimum spectral variance, 237, 239,

270-4, 270-4, 281-91, 291 
minimum variance menu, 310,

311-12, 311 
power vs. variance, 310
sidefill subsystems, 327
subwoofers, 308-9, 308 
summation zones, 126
symmetric, 258, 259 

history, 233, 234
triangulation, 81
uncoupled, 130-3

design procedure, 342, 343 
history, 233
measurement microphone

placement, 450
minimum level variance, 263, 264
minimum spectral variance, 299-301,

300
minimum variance menu, 310, 322,

313
multiple main systems, 327
speaker position adjustment, 457

see also Hybrid line/point source
arrays

Points per octave (PPO), 367-8, 369 
Polar patterns, 55-6 , 56, 58, 58
Polarity, 19

active speakers, 31
balanced lines, 33
electrical summation, 64
impulse response, 395
line level devices, 21
power amplifiers, 37, 38
relative phase, 378
unbalanced lines, 33, 35
verification procedure, 414, 415, 415 

Polarity testers, 359, 403, 430 
Post-calibration verification, 421-3, 421-2 
Post-verification, 402

Power, 16-17
acoustic transmission, 44-5
amplifiers, 36
goals of calibration, 425
log formulas, 11, 21
program material, 317
scaling, 330
specification goals, 315
vs. variance, 232-4, 310

PPO see Points per octave
Pre-verification, 359, 402
Precedence effect, 161-2, 263, 464
Prediction, 206-31
Predictive limiters, 29, 29
Pressurization, 4 
Program material:

channels, 317
loudness, 151
ongoing optimization, 474-5
reference material, 474
speaker array types, 318
specification, 317

Propagation plane, 209-12, 209-11 
Protractors, 55, 56, 57-9 , 58, 212, 356, 357 

calibration of speaker positions, 430
calibration test reference, 430 
coverage patterns, 242-3, 243, 244
minimum level variance, 245
test reference, 403 

Proximity effect, 180
Proximity ratio, 246-7, 318

balconies, 346
composite coupled point source, 339
surround systems, 322-3, 324

Pseudo-unity gain, 33, 410-11
Pyramid effect see Parallel pyramid
Pythagorean theorem, 80, 80,171

Q, 24-6, 24, 56-7, 58
Quasi-phase response, 227

Racetracks, 326, 327
Radial coverage, 257-60, 257
Radial extension, 236-7, 236
Radial method, 55, 56, 57-9 , 58
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Rake, 212
Range finder, 358
Rarefaction, 4 
Ray-tracing models, 221, 222-5, 225
Re-entry summation, 186-90 ,190,199, 475,

477-8
Reactance, 16-17
Real-time analyzer (RTA), 360-2 ,403 ,430 ,

433,434
Reception, 150-80

microphones, 178-80
natural vs. amplified sound, 185-6
specification goals, 315

Reference materials, 474
Reflections:

acoustic modeling, 222, 223, 224, 229-30
amplified sound transmission, 187, 

189-90,190
artificial reverberation, 199-201
audience presence, 475-6
calibration procedure, 452-3, 453 
coherence, 390-1 , 390 
diffusion, 223, 224
empty seats, 443, 444, 444 
floor, 443-5, 444
impulse response, 393-4, 395
localization, 154-7 ,156,158
natural sound transmission path, 188, 

189,189
natural vs. amplified sound, 198
sonic perspective, 177
speaker directivity, 54
speaker/room summation, 140-9
specifications for performance space,

203-5
spectral tilt, 238
SPL, 45-6

Refraction, 221, 223
Reinforcement, 198-9
Relative amplitude, 64-6, 376-7
Relative arrival time, 394-5
Relative level:

acoustic crossover, 87
crossover asymmetry, 100
horizontal localization, 158-64 ,158-63
impulse response, 395

speaker/room summation, 141
summation zones, 68, 71-8

Relative phase:
acoustic crossover, 87
phase delay, 380-6, 381 
polarity, 378
summation, 64-5 , 65, 66-70
summation zones, 71-8
transfer function measurement, 377-86
wavelength displacement, 84
wraparound, 378-80, 379

Relative phase cycle, 66-7, 67, 68
Relative time, horizontal localization,

158-64 ,158-63
Resistance, 16-17, 32
Resolution, 213-14, 230, 363
Resonance, 225
Response ripple, 70-86, 70
Return ratio (RR), 346-8, 347
Reverberation:

artificial, 199-201
crossover audibility, 95
evaluation of musical-acoustic quality,

193
impulse response, 394
loudness of, 192 ,194,195
natural vs. amplified sound, 198
specification goals, 315
transmission path, 189-90
variable acoustics, 198

Ripple variance, 70-86, 70, 235
acoustic modeling programs, 218
beamwidth, 265, 267, 273
coupled line source, 276
coupled point source, 283, 286-7, 288,

290-1 , 333
equalization, 459-60
FFT analyzers, 366
line source array, 279
measurement microphone placement,

441, 442
mic /mic summation, 477
minimum, 303-9, 315
point destination, 301-2
precedence effect, 464-5
spatial reference, 241 

speaker position adjustment, 455
standard progression, 240-2, 240
uncoupled line source, 296, 297, 299

RMS see Root-mean-square
Room:

acoustic modeling, 229-30
acoustic properties, 191-205, 317-18
aspect ratio, 244-6
calibration, 438, 443-4, 444, 452-3, 453
diffraction, 224
diffusion, 223
drawings, 207-12
impulse response, 391-5
minimum level variance, 248-65
natural vs. amplified sound, 183-6,187,

188-90,189-90
ongoing optimization, 475
resonance, 225
shape, 202
speaker/room summation, 140-9
specification, 202-5, 316, 317-18
specification limitations, 316
variance, 242-7

Root-mean-square (RMS) averaging, 370
Root-mean-square (RMS) limiters, 13-14,

2 8 , 3 0 , 5 2
Root-mean-square (RMS) voltage, 13 ,13
RTA see Real-time analyzer

Sampling frequency:
A E S / E B U standards, 43-4
fast Fourier transform, 363

Scalable design, 330-1
Scale rulers, 212
Seating boxes, 203
Seats, 443, 444, 444
Self-powered speakers, 51
Self-verification, 402
Sensitivity, 38, 39, 49-51 , 50
Shelving filters, 22-3 , 25, 26
Side seating, 202-3
Sidefill subsystems, 327, 327, 328
Signal averaging, 370-2
SIM™ (Source Independent

Measurement), 362, 400
Sine waves, 4 -5 , 5, 9,10,13-14,13
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Single speakers:
calibration strategies reference, 468 
measurement microphone placement,

4 4 6 - 7 , 4 4 6 - 7
minimum variance, 248-52, 248-52,

265-68, 310
speaker position adjustment, 456, 456 
subsystem types, 325

Single-channel analyzers, 372-4, 373-4 
SMAART (Sound Measurement Acousti-

cal Analysis Real-Time Tool), 400
Soffit mounting, 143
Sonic image:

calibration, 425
channels, 316
delay setting, 463 ,464-5 ,466
distortion, 154,154,178
localization, 153-64
precedence effect, 464-5
specifications for performance space,

202, 204
Sonic perspective, 176-8 ,239, 323,459
Sound level meters, 360 ,403 ,430
Sound pressure level (SPL), 14-15

acoustic transmission, 44-6 , 46
coverage patterns, 55-7, 56
crossover asymmetry, 98-100, 98
human perception of loudness, 151-2
level tapering, 339
maximum, 51-2 , 53
program material, 317
scaling, 330
sensitivity, 49-51
sound level meters, 360
subwoofer arrays, 308-9
vs. minimum variance, 242, 243 
weighting, 52
see also dB SPL

Sound pressure level (SPL) meters, 51
Source:

calibration subdivision, 428-9 ,429
test procedure, 402
transfer function measurement, 375,

375
Source matching, 61-2, 62
Source/room summation, 186-90

Source/speaker summation, 186-90
"Spaciousness", 158
Spatial averaging, 432-8, 441
Spatial crossovers, 101-12

arrays, 112-39
calibration, 438
classes, 103,103
comparison with spectral crossovers,

101-3
definition, 87
delay setting, 463
FFT analyzers, 366
level setting, 454
measurement microphone placement,

442, 442-3
ripple variance, 240-2
speaker/room summation, 140-9,141

Spatial dividers, 101-12
acoustical crossover progressions,

88, 88 
comparison with spectral dividers,

101-3
definition, 87
speaker/room summation, 140,141

Spatial enhancement, 200
Spatial perception, 164-9
Spatial separation, 315
Speaker level, 3, 3, 22, 20, 40-2
Speaker level devices, 20, 35-42
Speaker load, 36 ,37
Speaker/room summation, 186-90

absorption effects, 147-9, 248, 249
acoustic modeling, 229
calibration, 430
coupled point source, 286
pink shift, 240

Speaker/speaker summation, 186-90,
222 ,229 ,240

Speakers see Loudspeakers
Specification, 314-52
Spectral crossovers, 89-101

alignment example, 97
comparison with spatial crossovers,

101-3
component acoustic responses, 97
definition, 87

delay setting, 466, 466
level setting, 454-5 ,455
summation acoustic responses, 97
summation zones, 93, 101
verification procedure, 416, 416-17 

Spectral dividers (frequency dividers),
26-7, 89-101

acoustical crossover progressions, 88,
88

active speakers, 31 ,31 -2
amplifier voltage gain, 38
comparison with spatial dividers,

101-3
crossover classes, 89
curve family, 27
dedicated speaker controllers, 30
definition, 87
limiters, 28, 29, 30
line level devices, 20
manufacturer's recommendations,

100-1
phase delay, 384
verification access, 404

Spectral tilt, 237-9 ,459
Spectral variance, 235,265-303

equalization, 459-60
minimum, 265-303, 315
proximity ratio, 246-7
speaker position adjustment, 455
standard progressions, 237—40, 238

Speech, 15 ,151
Speed of sound, 6-8, 7 
SPL see Sound pressure level
Splay angles:

calibration, 430
coupled outward angles surface, 144
coupled point source, 120-5 ,121-6 ,

281-4 ,287 ,288-90 , 308-9, 332-7
hybrid coupled line/point source

array, 292-5 
measurement, 356-8
minimum level variance, 257-60, 257,

259, 264
minimum spectral variance, 265-7, 

270-4, 270-4
speaker/room summation, 141
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Splay angles: (contd) 
subwoofers, 308-9
uncoupled outward angled surface, 146
uncoupled point source, 130-3,132

Sports stadia, 326, 327
Stage, specifications, 204-5
Stage leakage, 186-90 ,463-4 ,475 ,476-8
Star pattern, 434, 435,442
Stereo:

calibration, 441
channels, 316
localization, 160
main systems, 325
ongoing optimization, 478-9
perception, 169-75
program material, 317
room shape, 202
scaling, 171-5
side-effects, 175
summation, 62
system types, 321-2, 322

Subsystems, 324-30
amplifiers, 36
calibration, 424
definition, 320-1
equalization, 460-3
level setting, 453-5
measurement microphone placement,

451-2, 452 
monoaural systems, 321
ongoing optimization, 479
order of calibration operations, 467-73,

468-73
stereo systems, 321-2
types, 325-30

Subwoofers:
acoustical crossover progressions, 88, 88
coupled line source, 306-8, 307 
coupled point source, 308-9 ,308
crossover audibility, 95
dual perspective, 178
end-fire arrays, 304-5, 304, 309 
frequency range, 53, 54
ongoing optimization, 480
overlap class spectral crossover, 96-8
phase delay, 384

program material, 317
ripple variance, 303-9
speaker/room summation, 144
two-element in-line technique, 305, 305

Summation, 60-149
acoustic modeling programs, 215, 217,

218-21,219, 222 ,226-9
acoustical crossovers, 87-112
arrays, 112-39
artificial reverberation, 199-201
calibration, 424
characterization, 226-8
definition, 61
delay lines, 22
duplicate entry, 186-7 ,189 ,190 , 290,

477-8
duration, 62-3, 63
environmental effects, 138, 240
equalization, 23
equalization filters, 24
evaluation, 195-6
flow block, 62
frequency dividers, 26-7
frequency range, 54
geometry, 79-86
horizontal localization, 158
icons, 73, 77

measurement microphone placement,
441

microphones in motion spatial averag-
ing, 433

multiple input level reference, 66
ongoing optimization, 475
phase slope, 384 -6 ,386
quantity, 63, 63
re-entry (feedback), 186-7 ,189 ,190 , 290
response ripple, 70-86
ripple variance, 235, 240-2
sonic perspective, 177
source direction, 64, 64
source matching, 61-2, 62
spatial perception, 164
speaker interaction, 55
speaker/room, 140-9
specification goals, 315
spectral tilt, 237-9, 238 

stereo side-effects, 175
summed microphones spatial averag-

ing, 433
tonal perception, 165,166-7
tonal, spatial and echo perception, 167-8
transfer function measurement, 384-6,

386
transmission path, 186-90, 187-90
variation, 232-4
wavelength, 5 
zones, 71-8, 72

Summation zones, 71-8, 72-7
acoustic modeling programs, 221, 222-5
acoustical crossover progressions, 87-8,

88
arrays, 113
coupled line source, 115-20, 226
coupled point source, 122-5, 222-6
crossover asymmetry, 108-11,109-10
crossover classes, 89-93, 89-92
crossover range, 94
drawing series guide, 224, 115
ripple variance progression, 240-2
spatial acoustic crossovers, 102-3
speaker/room summation, 141-2 ,143-7 ,

244-7
spectral acoustic crossover, 93, 202
triangulation, 79-80, 81, 82, 83
uncoupled line source, 127-30, 228-32
uncoupled point destination, 134-9
uncoupled point source, 132-3, 232-3
uniformity of experience, 194

Summed microphones, 433, 435
Surface area, 45-6
Surface detail omissions, 226
Surfaces, 140-9, 319
Surround systems, 320, 322-4, 323
SYM mic position, 443
Symbols, terminology chart, 8 
Symmetric unity splay equation, 333
Synchronization, 178
Systems:

calibration access points, 431-2, 432
definition, 320-1
equalization, 23
subdivision, 324-30, 428-30, 429
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types, 320-5
see also Main systems; Subsystems

TANSTAAFL ("There ain't no such thing
as a free lunch."), 319-24, 428

Tape measure, 430
TDS see Time-delay spectrometry
Technical ground, 35, 35
Temperature:

acoustic modeling programs, 220-1
acoustic transmission, 46-7, 48
measurement, 358
ongoing optimization, 475, 476
speaker/room summation, 147-9, 249
speaker/speaker summation, 138, 240
wavelength, 6-8, 7 

Terminology reference, 8 
Testing, structure, 401-19
Texture, 192,194, 296
THD see Total harmonic distortion
Thermal overload, 28-30
Thermometers, 358, 403, 430 
Thresholding, 372
Tilt, 236

see also Spectral tilt
Time bandwidth product, 363
Time offset:

comb filtering, 78-9, 79
localization, 154,155
relative phase cycle, 69-70, 69
stereo perception, 171-5 ,172-5
summation zones, 73, 73-7
tonal, spatial and echo perception,

165-9, 265
triangulation, 80, 80-2, 80
vertical localization, 157

Time period:
definition, 4 
frequency, 4-5 , 5 
temperature effects on speed of

sound, 7 
terminology chart, 8 
wavelength chart, 6 

Time record, 362-3, 364-5, 364
Time-delay spectrometry (TDS), 397
Tonal balance, 203

Tonal envelope, 165-7 ,166
Tonal fusion zone, 165
Tonal perception, 164-9 ,175
Tonal quality, 192, 196,198
Tonal variance, 198
Total harmonic distortion (THD), 21, 48,

369, 372-3 ,408-9
Touring systems, 233-4, 423
Transducers, 32, 49, 52-4
Transduction, 4 
Transfer function measurement, 374-97

analysis systems, 400
applications, 397
calibration access points, 430-2
calibration subdivision, 428-9
impulse response, 391-5, 396
verification test set-up, 403, 405 

Transformers, 33, 34
Transient peak, 13-14
Transmission, 3-59

acoustic, 44-9 , 45
acoustic modeling programs, 220-5
analog electrical, 19-42,19
digital, 42-4
interconnection, 32-5
loudspeakers, 47-59
natural vs. amplified sound, 185-6,

186-90, 287
natural/amplified hybrids, 198-9
speaker level devices, 35-42, 36
specification goals, 315

Trapezoid, 233
Triangulation, 79-84

binaural localization, 157
diagonal plane, 346
drawings, 210-12, 222
ripple variance, 241-2
uncoupled point destination, 133,135,

137-8
Truncation, 398
Two-element in-line technique, 305, 305 

Unbalanced lines, 33-5 , 35, 404 
Uncoupled speaker arrays see Arrays;

Line source arrays; Point destina-
tion arrays; Point source arrays

Under-balcony delays, 202, 346-50, 347,
349

acoustic effects, 318
delay setting, 467
dual perspective, 177
evaluation, 193
extensions, 237
multiple main systems, 325, 326
scaling for power, 330
sonic image, 316
specifications for performance space,

204
stereo systems, 322
variation, 235

Uniform frequency response, 197
Uniformity, 192 ,194 ,196,198
Unitless decibels, 15-16
Units, 8 
Unity class crossovers, 88-9 , 89, 96-7,

103, 103-4 ,113
addition formula, 92
coupled point source, 120-2,122
crossover assymetry, 108, 110
speaker order, 105-8
uncoupled arrays, 125,127-32, 227,

133,135
Unity gain, 10, 410-11
Unity splay angle, 332,333-7 , 334-7 
Unity splay equation, 333—4
Unweighted averaging, 371

Value engineering, 36
Variable acoustics, 198
Variable electro-acoustics, 199-201
Variation, 232-313

definition, 235
goals of calibration, 425, 426
minimum variance principles, 235-42
standard progressions of, 235-42
stereo systems, 322
vs. power, 232-4, 242, 243, 310

Vector averaging, 370
Venue see Room
Verification, 401-23

access points, 403, 404
calibration, 424-5
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I n d e x

Verification (contd) 
microphones, 419-21, 419 
oscilloscope, 360
post-calibration, 421-3, 422-2
procedures, 406
test reference, 403 
test set-up, 403-6
testing stages, 402

Vertical localization, 154-7 ,154 ,156 ,
162-4 ,163

Video screens, 178
Vocal processors, 419
Volt/ohm meters (VOMs), 358-9, 403, 
Voltage:

AC signals, 13
electronic decibels, 11-13
electronic transmission, 4 
gain, 10
log formulas, 11,11
power, 16-17

sensitivity, 49-51
speaker level devices, 35
voltage level reference chart, 12
waveforms, 10

Voltage gain, amplifiers, 38-40
Voltage source, 21, 32-5
VOM see Volt/ohm meters
Vp-p see Peak-to-peak voltage
V p k see Peak voltage

"Wall of sound", 233-4, 426
Walls, 203-4 ,207 ,319
Warmth, 192 ,194 ,195, 203
Waveforms, 8-10, 8,9,10 

crest factor, 13 -14 ,13
oscilloscope, 360
transmission, 3 

Wavelength:
definition, 4 
displacement, 84, 85-6 

handy references, 6, 7, 8 
relationship to period and frequency, 5-8
speaker directionality, 55
speaker/room summation, 143
temperature effects, 6-8, 7 

Weighted averaging, 370-1 , 371 
Weighting, 52
White noise, 407
Window functions, 368-70
Wraparound, transfer function measure-

ment, 378-80, 379, 384-6

XOVR microphone position, 442-3
coupled arrays, 448, 449
delay setting, 465, 466 
level setting, 454
single speakers, 446, 446-7 
speaker position adjustment, 455-7
SYM positions, 443
uncoupled arrays, 449-51, 450 
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